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NATURAL STREAM FLOW FIELDS: MEASUREMENTS AND

IMPLICATIONS FOR PERIPHYTON

Abstract

by Mark Charles Stone, Ph.D.
Washington State University
May 2005
Chair: Rollin H. Hotchkiss
To restore ecological processes and functions, we must advance our knowledge of
natural stream flow fields and their influence on aquatic ecosystems. S&isale
addressed this need by meeting the following objectives:
- Objective 1: a) Evaluate the adequacy of existing empirical relatfs & describing
natural stream flow fields and b) investigate spatial distributions of floiahtas
- Objective 2: Test the adequacy of ADCP instruments for measuringtyekieear
stress, and turbulence distributions in cobble bed streams
- Objective 3: Investigate temporal variations in periphyton resistarsteeto stress
Objective 1 was completed by conducting acoustic Doppler velocimeter (ADV)
measurements in two stream reaches. Objective 2 was met by colleDi@igy &nd ADV
data at nine coincident stations and statistically comparing the r&3bjextive 3 was
met by colonizing periphyton assemblages on ceramic tiles in a streampasthgxthe

collected tiles to various levels of shear stress in a laboratory flume.



The results showed that existing empirical relationships were adequate for
describing velocity and shear stress distributions, but empirical predictianmboleince
parameters were significantly different from observed values. The AD€&dquately
measured velocity magnitude and shear stress values, but not three dimensioityal veloc
components or turbulence parameters. Periphyton resistance to sheanateased
with successional development of the assemblage, but was not affected byttime of
growth season.

The results have broad implications for evaluating and managing aquatrosyste
The flow field measurements reveal that we must re-evaluate natesahdurbulence
prediction techniques. Quantifiable descriptions of flow heterogeneity will improve
restoration designs and communication between disciplines. Further, this daga can b
used for parameterization of numerical models. ADCP results verify the usesef t
instruments for velocity and shear stress measurements. This has immidatihabitat
evaluation, model calibration, sediment transport estimates, and evaluation of other
stream processes. Results of the periphyton experiments can be used to imprege res

release management, restoration designs, and assessment of instreaguitements.
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Chapter 1: Introduction

Hydropower development, channelization of streams, water withdrawals, land use
changes, and other anthropogenic activities have caused severe damagécto aquat
ecosystems. To restore ecosystem processes and functions, we must advance our
knowledge of these systems. This requires a better understanding of physical flow
features and the influence of these features on aquatic organisms. Improveeldow
descriptions will advance stream restoration efforts by allowing repriodumft
important flow features. Advanced measurement techniques will allow fer @asilysis
of aquatic ecosystems. Increased knowledge of the influence of flow on aquatic
organisms will improve our ability to manage and restore streams and rivers.
Objectives

The goal of this research was to improve descriptions of natural streamdidsv f
and the influence of flow on periphyton assemblages. This goal was met by twognple
the following three objectives and testing the associated hypotheses.

Objective 1:a) Evaluate the adequacy of existing empirical relationships for desggribi
natural stream flow fields and b) investigate spatial distributions of flowablas

Hypothesis 1. Existing empirical equations are adequate for describing natural
stream flow fields. It was predicted that there would be no significant ditferieetween
measured data and empirical relationships.

Hypothesis 2a: Mean and turbulent flow field parameters are good distinguishers
of stream units (riffles, pools, and runs). It is predicted that there wilslgndicant

difference in flow variables between riffle, pool, and run stream units.



Hypothesis 2b: It is also predicted that there will be a significant difference in
flow variables at different relative depths.

Objective 2:Test the adequacy of ADCP instruments for measuring velocity, shear stres
and turbulence distributions in cobble bed streams

Hypothesis 3: ADCP measurements are adequate for describing velocity and
shear stress distributions. It was predicted that there would be no signifi¢argrché
between ADV and ADCP velocity and shear stress measurements.

Objective 3:Investigate temporal variations in periphyton resistance to shear swass s

Hypothesis 4: Periphyton ash free dry mass (AFDM) is dependent on time of the
growth season. It is predicted that periphyton assemblages will inane&E®M with
respect to time of the growth season.

Hypothesis 5: Periphyton AFDM is dependent on successional development. It is
predicted that the periphyton AFDM will increase with colony age.

Hypothesis 6: The amount of periphyton scour is dependent on the level of shear
stress. It is predicted that periphyton mass scour and percent scour wdsmdnearly
as shear stress is increased.

Hypothesis 7: The effect of shear stress on periphyton scour is dependent on time
of the growth season. It is predicted that periphyton mass scour will increaseend pe
scour will decrease with an increase in time.

Hypothesis 8: The effect of shear stress on periphyton scour is dependent on
successional development. It is predicted that periphyton mass scour regdise@and

percent scour will decrease with colony age.



Overview of Experiments

These objectives were met through a combination of stream observations and
laboratory experiments. Flow field measurements were conducted in thielir Bilkeer
near Kendrick, ldaho and the St. Maries River near Clarkia, Idaho. Turbulentdldg fi
were mapped with an acoustic Doppler velocimeter (ADV). The stream #ddg fivere
also measured with an acoustic Doppler current profiler (ADCP) and compdined wi
ADV results. The data were used to investigate velocity, shear stress,ardrtce
distributions. The measured data were compared with existing empiric¢edirsihaps,
developed primarily in laboratory experiments with statistical techniques.

Periphyton samples were colonized on unglazed ceramic tiles in the South Fork of
the Palouse River in Pullman, Washington. Colonized tiles were transferred to Albrook
Hydraulics Laboratory at Washington State University and subjected ttefals of
shear stress. Periphyton scour was evaluated as a function of shear isteesisthe
growth season, and successional development. The hypotheses were testatistithlst

techniques.

Summary of Results

Results showed that existing empirical relationships were adequate ¢abuhes
velocity and Reynolds shear stress values but not turbulence parameters-fahe log
closely predicted the vertical velocity profile for all stream umii$ ansverse locations.
Although there was not a significant difference between measured andegatedict
Reynolds shear stress values, the results were marginal. Empirical taebetgrations
were inadequate for describing turbulence intensities, turbulent kinetio/eandy

integral time and length scales. ADCP velocity magnitude and shearestiesates were



not significantly different from ADV results. The tested ADCP configuratias found
inadequate of for measurement of three-dimensional velocity components anchttebule
variables. Periphyton scour resistance was found to be a function of successional
development but not time of the growth season. Periphyton scour was linearly

proportional to shear stress.

Implications

Stream flow fields influence aquatic organisms through dispersal, habitat use
resource acquisition, and competitor/prey relationships. Despite the pervasigrdaf
of flow on aquatic ecosystems and other stream processes, the details ofloatural
fields are poorly described. To advance understanding of the affects of flow ¢ic aqua
ecosystems, improvements are desperately needed in the followingHageamn@ Finelli
1999): 1) flow field descriptions, 2) flow field measurement techniques, and 3)
understanding of the linkages between the flow field and aquatic organisms. This
research will address theses priorities as follows:

Flow field descriptions> Objective 1> Chapter 2

Flow field measurement techniquesObjective 2-> Chapter 3

Flow field/aquatic organism linkage3® Objective 3> Chapter 4

The results of this research will improve efforts in reservoir releasagement,
stream restoration, fish passage, and instream flow evaluations. Genpdicdtions are

discussed below with in-depth discussions within the specific chapters.

Reservoir Release Management

Study results will improve our ability to manage reservoir release sesetdul

enhance aquatic ecosystems. Damming of streams drastically modifezpitie



environment, including downstream flow regime. Reservoir release ratgsraerally
dictated by power demand, reservoir volumes, flood control, irrigation demand, and other
human needs. These complex demands result in unnatural flow fluctuations. Recently,
increased environmental awareness and regulations, such as the endgegpszsdst,
have forced dam managers to consider environmental impacts of reservoe releas
schedules. Improved knowledge of flow impacts on periphyton communities will
enhance our ability to manage reservoir releases in a manner which benefits the
environment.

In river systems in which excess periphyton is a nuisance, reservoirrgesciaa
be scheduled to manage the colonies. Although greater periphyton mass can be removed
later in the growth season, advanced periphyton colony development will increase
resistance to disturbance. The best results would be achieved through friecpinemg f
flows that prevent advanced successional development. Conversely, preservation of
periphyton colonies is desired for energy limited streams. For such systérdesirable
to promote successional development of the periphyton colonies and avoid late season
flushing flows. A natural flow regime with a spring flush and low summer flowslav

be desirable.

Stream Restoration

This research will benefit stream restoration efforts. Current desigesde
heavily on qualitative descriptions of stream flow fields, such as riffle, pooluand r
stream units. The general approach is to increase flow heterogenesfyrbgucing these
habitat types. However, such features are difficult to define and flow fiedddare not

known. This research will provide quantifiable details about the flow features found



within these qualitative habitat features. Flow heterogeneity is also secréy adding
objects to the flow, such as large woody debris and fish rocks. The design anceplacem
of such features will be improved through better flow field descriptions and reessutr
techniques.

Further, restoration efforts will be improved through greater knowledge of the
impacts of shear stress on periphyton disturbance. Depending on productivity llyyd ene
input to the stream, channel geometry and structures can be adjusted to prevent or
encourage periphyton scour.

Finally, to prevent streambank failure and bed degradation or aggradation,
restoration designs must account for sediment transport. Sediment transgpiorisiips
depend on estimates of shear stress and turbulence distributions. Improved etear str

descriptions and measurement techniques will enhance these analyses.

Fish Passage

Improving fish passage at hydroelectric facilities, culverts, and agdraulic
structures is a priority for the recovery of salmonid species. This effortesayrieater
knowledge of natural and modified flow fields and the response of fish to these
environments. Properly scaled turbulence provides habitat, increases swimming
efficiency, and has been hypothesized to provide directional guidance toyactivel
swimming fish (Cada and Odeh, 2001). The introduction of turbulent flows to attract
upstream migrating adult salmon has been used for more than forty yeaderltoor
capitalize on fish response to flow fields, a better understanding of the apgropriat
intensity and scale of turbulence required for fish attraction must be dttdime most

logical turbulent attraction flow for migrating salmonids would be the turbti@mt



conditions in natural streams. This research contributes to this effort by improving

descriptions and measurement techniques of natural stream flow fields.

Instream Flow Assessments

Proper water allocation and management decisions require suitable tools for
assessing tradeoffs between competing interests. Assigning value tostnéiaof- uses
can be accomplished through traditional economic techniques. However, relating
ecological benefits to in-stream flow is a more complicated task. Toodslsen
developed to relate the quantity of in-stream flow to the benefits produced bgpwhat f
Models, such as the Physical Habitat Simulation Model (PHABSIM) and Eeasys
Diagnosis and Treatment (EDT), are used to analyze the relationship betneaen s
flow and physical habitat by evaluating flow features such as water ¢efhbity, and
substrate features as they relate to target species. Current methods asallifbing
aquatic habitat rely on simplified representations of the flow field in the fopoiof
measurements. These methods can be improved by incorporating importahaisgatia
temporal flow field variations and through a better understanding of the complex
relationships between the flow field and aquatic organisms (Crowder and, 2i0y.
By improving flow field descriptions, measurement techniques, and knowledge of flow
impacts on periphyton, this research will lead to improvement of these toolseto bett
evaluate the ecological effects of changes in river flow regime.wihiallow the water
needs of society to be better assessed against the water needs of riveeesoshis
will improve our ability to make intelligent decisions regarding in-strdam f

requirements, water rights, and stream improvements.
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Chapter 2: Stream Flow Field M easur ements
Abstract

Improving descriptions of natural stream flow fields is a critical stepstoring
aguatic ecosystems. Current methods used for evaluating aquatic habat rely
simplified representations of the flow field. These methods can be improved by
incorporating important spatial and temporal flow field variations and more advance
habitat metrics, such as shear stress and turbulence properties. Howeverdgaamfl
velocity and turbulence distributions in natural streams is limited to labpdeored
empirical equations. Further, only limited experiments have been conducted in natural
streams. The objective of this research was to evaluate the adequacyirg exnpirical
relationships for describing natural stream flow fields and to investigaialspa
distributions of flow variables. In this research, acoustic Doppler velocifreDar)
measurements were conducted at the reach scale (approximately Svattdeshin two
cobble-bed streams. The measurements encompassed riffle, pool, and run steeam unit
The results showed that velocity distributions were adequately predicted witiy-tiaev
for all stream units and transverse locations. The linear Reynolds sheadistréastion
adequately predicted observed values. However, empirical turbulence intenbitjent
kinetic energy, and integral length scale equations inadequately descritmdedea
values. Flow variables displayed greater variation with stream unftegyipools, and
runs) than with depth. This was likely due to turbulence generation from stream banks
bedforms, obstructions, and other stream features. A turbulent kinetic energy budget
approach was recommended as a possible improvement over existing empirical

predictions of turbulence distributions in natural channels.



Introduction

Flow is one of the most dominant variables influencing stream processes. For
example, aquatic habitat is affected by dispersal, habitat use, resoqucsteon, and
competitor/prey relationships. Mixing of nutrients, contaminants, and dissolved gases
depend on velocity and turbulence distributions. Sediment transport is influenced by
velocity, shear stress, and turbulence fluctuations. Despite the pervasots effflow
on aquatic processes, little is known about the details of natural stream flowMekts
of our knowledge is derived from laboratory studies or limited field observatiorss. Thi
lack of quantifiable data has limited us to qualitative stream descriptionssstitftes,
pools, and runs. The recent development of field equipment, capable of measuring more
advanced flow variables, has improved stream measurement techniques. However, only a
small number of studies with rather limited scopes have been conducted. A detailed

investigation of flow features at the reach scale has not been completed.

10



Objective

The objective of this research was to a) evaluate the adequacy of existing
empirical relationships for describing natural stream flow fields and bjtigege spatial
distributions of flow variables. This objective was met by testing the faligwi
hypotheses.

Hypothesis 1. Existing empirical equations are adequate for describing natural
stream flow fields. It was predicted that there would be no significant ditferieetween
measured data and empirical relationships.

Hypothesis 2a: Mean and turbulent flow field parameters are good distinguishers
of stream units (riffles, pools, and runs). It is predicted that there wilslgndicant
difference in flow variables between riffle, pool, and run stream units.

Hypothesis 2b: It is also predicted that there will be a significant difference in

flow variables at different relative depths.
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Background

Influence of Flow

Flow plays an important role in nearly every stream process. Mean veladity
turbulence distributions influence aquatic ecosystems, energy transfegrgéoiogy,
and contaminant and nutrient transport.

Flow is regarded as a key driver of stream ecology (Bunn and Arthington 2002).
Velocity and turbulence distributions can strongly affect habitat chaisticier dispersal,
resource acquisition, competition, and predator-prey interactions (Hartragill £999).

These processes and associated flow field influences are summarizecei@d.Tabl

Table2.1. Summary of the affects of the flow field on aquatic processes

Process Influence

Dispersal Entrainment, in-stream transport, settlement

Habitat Use Habitat structure, disturbance regime, energy expengditure
Resource Acquisition Resource distribution, capture efficiency, drag costg
Competition Exploitation, interference, spacing

Predator-Prey Interactions Encounter probability, escape tactics, ard cov

Human activities modify natural flow fields. Given the pervasive efeicti®ow
on aquatic organisms, it is not unexpected that these activities often have affgetse a
on aquatic ecosystems. For example, sediment depleted water releasecdisenattes
fine sediments from the streambed, resulting in a coarsened particlessitbeition. This
can reduce habitat availability for organisms using the interstitfades and spawning
gravels for salmon and trout (Poff 1997). By improving our understanding of spatial and
temporal flow field variations, it will be possible to improve water resourG@sgement

to better balance human and environmental needs (Naiman 2002).
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Flow Field Descriptions

The description of flow fields can be separated into mean velocity and turbulent
fluctuations. Mean velocity is typically time-averaged at a point in the fleid. fThis
definition can be expanded to a depth-integrated mean and often as a crossksectiona
mean. Turbulence can be investigated statistically as velocity flimtaatt a point or
through the study of coherent structures. Both mean and turbulent features must be
considered in the analysis of shear stress distributions, ecological iatiesisg and
hydrodynamic model development. The physical implication of mean velocity and
turbulent fluctuations is the transfer of mass, momentum, and energy through the flow
field.

The separation of flow descriptions into mean and turbulent features is fogmalize
through the Reynolds decomposition (Reynolds 1974):

1] —

u=u-u

(Equation 2.1)
where u’, u, andt, denote the fluctuating, instantaneous, and time averaged

velocities in each coordinate direction, respectively. The fluctuating %elmmnponents
are evaluated through statistical techniques. The standard deviation of thig/veloci

fluctuation is referred to as the turbulence intensity (T1) and is calduatéollows:

Tl =4/ u® (Equation 2.2)
whereTl, is the turbulence intensity in each coordinate direction. Higher order sédtisti

moments can also be evaluated, including the skew and kurtosis.
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Another common evaluation parameter for turbulent velocity fluctuations is the
turbulent kinetic energy (TKE). TKE is analogous to mean kinetic energy and is

calculated as:

TKE = % (Equation 2.3)

whereuu, is the sum of the squared velocity fluctuations in each coordinate direction.

TKE can be used to study the flow field energy budget and is an important paramet
turbulence modeling.

Statistical turbulence descriptions can be expanded with correlation functions.
The covariance is the correlation between velocity fluctuations in two coordinate

directions and is calculated as:

“uuidt (Equation 2.4)

t,+t
0

-

whereuu; is the covariance ang &nd { are the initial and averaging times,

respectively. The covariance can be multiplied by the fluid density to detetimeine

Reynolds shear stress:

I, = —,oui'_u} (Equation 2.5)
wherer, is the Reynolds shear stress gmds the fluid density. This term represents
turbulent momentum transfer through the flow field. For shear flows, such assttba
streamwise-vertical terrrum) iIs dominant (Nezu and Nakagawa 1993 pg. 13).

More information about the turbulent features of the flow field can be gained
through investigation of coherent structures. This is accomplished by talgtiane and

length scales. Time scales can be determined through investigation of aataticorr
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functions. Auto-correlation functions are derived by calculating the coorlaf the

time series with itself at an increasing level of lag interval as follows:

_ 1 to+ta I r .
R(t) = o L U/ (X, t)u (X, t +At)dt (Equation 2.6)

where R(t) is the auto-correlation function. The average persistenadolent activity
at a point is the integral time scale and it is calculated by integragraptb-correlation

function as:
T=[ "Rt (Equation 2.7)

where T is the integral time scale apdstthe correlation timegts defined as the time at
which the correlation function goes to zero.

Length scales can be used to measure the averaii@ sptent of the velocity
fluctuations. Integral length scales can be catedlérom integral time scales using
Taylor's Frozen Turbulence Hypothesis as follows:

L=ugT (Equation 2.8)
where L is the integral length scale, amdis the mean streamwise velocity. Taylor's

hypothesis has been confirmed valid in open chaftmes for relative depths greater

than 20% (Shteinman et al. 1996).

Predictive Equations

The distribution of mean and turbulent flow paraengin open-channels has been
the topic of numerous investigations. Nearly alldhbeen conducted in laboratory

flumes and have resulted in a series of predigmeirical equations.
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The ‘law of the wall’ or ‘log-law’, developed by &ndtl (1932) and von Karman
(1930) for smooth-boundaries, was modified by Naklge (1933) and others (Rotta 1962)

to the following log-law for rough boundaries:

4 zlln(Z+AZj+B Equation 2.9
u* K k

S

where is the local time-averaged velocity, u* is thetioa velocity,k is the von
Karman constant, z is the distance from the Aeds the displacement length, ik the
roughness height and B is an integration consbarhis paper Z=zAz, where Z is the
distance above the point were the velocity praddeals zero. Details of log-law
application to measured data are found in Chapterd3Appendix A.

The friction velocity is directly related to theshear stress as:

u. = % Equation 2.10

wheret, is the bed shear stress gnis the fluid density. uis often the desired result of
Equation 2.9 and is determined from measured uwgldeita using a regression technique.
It also can be estimated at the reach scale, eef¢oras global in this document, from the
bed shear stress as determined from the watercswsfape as:

r,=yR,S Equation 2.11

wherey is the fluid specific weight, Ris the stream hydraulic radius, and S is the water
surface slope. The shear stress can also be estirinaim the Reynolds shear stress
distribution,tr. The total shear stress is the result of viscowisReynolds stresses,

which can be represented for two-dimensional flgw a

T=ub - puy; Equation 2.12
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For natural streamsg dominates, and the viscous term can be neglebtezu(and
Nakagawa 1993). By integrating the Navier-Stokag#qns for the water depth, h, a

theoreticalr distribution can be derived for two-dimensionaliflas:

M:l-z Equation 2.13
u, h

Researchers have also suggested universal funétioits, and TKE. Using the

k-€ turbulence model, the turbulence intensity andulant kinetic energy distributions

can be developed as follows:

Ty =au exp(-C, Z{) Equation 2.14a
Ti; =bu exp(-C, Z{) Equation 2.14b
Tl, =cu exp(-C, Z{) Equation 2.14c
TKE = d u? exp(— T, %) Equation 2.14d

whereTlg, Tl;, andTl, are the streamwise, transverse, and vertical kembe

intensities at an elevation above the origin ofwtblecity profile Z, at a station with a
total depth of h. TKE is the turbulent kinetic emeand a, b, ¢, d, and@re empirical
constants. €is approximately equal to unity in the log-law ieg Nezu and Nakagawa
(1993) suggested the following values for the ermgirconstants: a=2.30, b=1.27,
c=1.63, and d=4.78.

Nezu and Nakagawa (1993) suggested the followioggart empirical equation

for integral length scale profiles:

L/h=B(Z/h)*for Z/h< 0.6 Equation 2.15a
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L/h=0.773 for Z/h>0.¢ Equation 2.15b
where L is the integral length scale afidis an empirical constant equal to

approximately 1 for high Reynolds numbers.

Recent Research in Non-Laboratory Environments

The studies summarized above have been completE carefully controlled
experimental conditions, which meet the assumptidribe underlying models. However,
assumptions such as two-dimensional, uniform flosvrarely met in investigations of
natural stream flow. Recently, instrument advarnaase allowed researchers to observe
turbulence features in natural rivers. Nikora anth8 (1997) completed turbulence
characterizations of three New Zealand gravel-bexts with fast response electronic
pitot tubes. Although only streamwise velocity caments could be measured, the
authors completed a thorough evaluation of velatigyributions and structure functions.
Sukhodolov et al. (1998) completed a detailed itigagon of turbulence structure
around sand dunes in a straight low-land river &ihADV and a micropropeller system.
The researchers found that empirical expressianoie field properties were only valid
for the central region of the channel. Furtherytreported a clear difference in the
empirical parameters for the observed data fromdaheported by Nezu and Nakagawa
(1993). Rennie et al. (1999) conducted ADV measergmin a reach of the Salmon
River in British Columbia, Canada. The measuremprasided information about the
spatial variability of turbulence parameters. Hoargwyneasurements were only
conducted at 20% of the flow depth, preventingaadbgh investigation of the flow field
distributions or comparison with empirical equatioBuffin-Belanger et al. (2000) used

an array of electromagnetic current meters to confine existence of large-scale flow
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structures in the Eaton North River, Quebec, Canalday reported a complex
organization of large-scale coherent structurel nait preferred sequence of events.
Smith (2003) conducted ADV measurements acrossgeraf fish habitat types. He
reported probable focal positions of salmonidsnralé streams could be distinguished
using turbulence parameters but not average viecifritico and Hotchkiss (in press)
completed turbulence observations behind boulaets® cobble-bed rivers in northern
Idaho, USA. The researchers found elevated Tl & dnd reduced integral time scales
in the wake of the obstructions. The turbulencapeters did not appear to be a function
of obstruction shape.

A thorough investigation of turbulence distributsoat the reach scale has not
been completed. Turbulence distributions in coliddd-rivers have not been reported.
Also, empirical relationships for turbulence distriions have only been tested in a
straight low-land river. Further, a quantifiableatation of turbulence across stream
units (riffle, pools, and reaches) has not beenpteted. This research addresses these

shortcomings in previous turbulence observations.
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Methods

Site Characterization

Measurements were conducted in a 75m reach ofttiMaBies River near
Clarkia, Idaho and a 65m reach of the Potlatch Rrvear Kendrick, Idaho (Figure 2.1).

Stream geometry data were collected with a to#édicst using standard surveying

Boise N
(@)

Figure 2.1. L ocation map for Potlatch and St. Maries sampling reaches
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techniques (including stream banks, water surfadebad slopes, and cross-section
geometries). Survey data were used to calculate mejath (H), hydraulic radius (iR
top width (T,), Reynolds number (Re), Froude number (Fr), antallshear stressj.

The sediment particle size distributions (psd) wascribed using a Wolman
pebble count (Wolman 1954). Approximately 100 sanpVere collected within each
cross section. Median particle diameters were 40c610.8 cm for the St. Maries and
Potlatch rivers, respectively. Both reaches wesissified as cobble bed (Bunte and Abt
2001). The critical shear stress valugsyere estimated for thegusing the Shields
parameter. Global shear stress estimates wereliawferitical values.

Data were collected at four cross sections in th&8ries River (Figure 2.2) and
three cross sections in the Potlatch River (Fi@Qug. St. Maries cross sections 1, 2, 3
and 4 were classified as run, run, riffle, and posgpectively. The Potlatch cross
sections 1, 2, and 3 were classified as riffle, amd pool, respectively. These subjective
classifications were based on observed flow vakescind depths. Table 2.2 contains

geometric and hydraulic data for sampled crossesest
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Table 2.2. Hydraulic and geometry characteristics of the sampled cross-sections

St. Maries Reach Potlatch Reach
Cross-Section 1 2 3 4 1 2 3
Discharge, Q
3 3.1 3.1 3.1 3.1 15 1.5 15
(m°/s)
Mean Velocity, 32.1 42.8 71.9 20.8 41.7 32.6 17.8
U (cm/s)
Mean Depth, H (m) 0.49 0.41 0.39 0.70 0.35 0.40 0.73
Hydr. Rad. Ry (m) 0.44 0.38 0.36 0.67 0.32 0.36 0.68
Top Width, Ty (m) 15.6 16.4 15.6 16.9 10.9 11.3 11.1
Aspect Ratio, Ty/H 31.6 39.6 40.0 24.0 315 28.0 15.2
Froude Number, Fr 0.15 0.22 0.38 0.08 0.24 0.17 0.07
Reynolds Num., Re |1.41E+05| 1.63E+05] 2.59E+05| 1.39E+05] 1.33E+05| 1.17E+05| 1.21E+05
Bed Slope, Sy 0.0018 0.0018 0.0018 0.0018 0.00038 | 0.00038 | 0.00038
Water Slope, S 0.0012 0.0012 0.0012 0.0012 0.00024 | 0.00024 | 0.00024
Global Friction
Velocity, Usg (mis) 0.074 0.074 0.074 0.074 0.033 0.033 0.033
Global Shear Stress,
2 54 54 54 5.4 1.1 1.1 1.1
Ty (N/m®)
dsg (cm) 10.9 10.6 11.8 8.5 11.4 11.0 9.9
Relative Roughness, | = ,, 0.26 0.30 0.12 0.33 0.27 0.14
dso/H
Critical Shear, Tc
5 88 86 95 69 92 89 80
(N/m?)

Flow Measurements

The flow field was measured with a Sontek Field ADétails of ADV operating
principles and performance can be found in Vouyand Trowbridge (1998). The ADV
was mounted on a custom built sampling stand tlaat ivmeter wide and 0.5 meters long
and fitted with four adjustable legs and an adjpistaampling arm (Figure 2.4). The
sampling arm extended a maximum of 0.5 meters ttastand’s front to avoid flow
field interference, while cross-bracing preventeavfinduced stand vibrations. The ADV
processing canister and laptop computer were setpaf the stand. The ADV position

was measured with a combination of vernier scales.
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Figure 2.4. ADV, sampling stand, and laptop computer in the Potlatch River

Samples were collected at three to five statiotkiwieach cross section. A
vertical profile was measured at each station i@fhte above the streambed of 1cm, 2cm,
and 5cm along with 20%, 40%, 60% and 80% of the flepth. The distance between
the sampling volume and the bed were determinedyube ADV as a sounder for the
first three measurements. The vernier scales wsaé 10 position the instrument for the
top four measurements. Data were collected foriites at each location at a sampling
frequency of 25-Hz. The suitability of the 2-minsmple duration was validated by

collecting 8-minute samples at several stationsadosgrving the convergence of
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statistical properties. At all tested locations)wergence occurred at 40 seconds or less.
This was consistent with physical expectationsobferent structure size.

The streamwise coordinate system was used in theadalysis. The data was
rotated in post-processing to ensure that the rtraasverse and vertical velocity
components were zero for each profile (Wilczakle2@01). This resulted in unique
streamwise, transverse, and vertical coordinategysat each station. The data were
rotated back to a standard Cartesian coordinaterayf®r plotting.

The data were filtered at a minimum signal to nog® of 15 and a minimum
correlation value of 70 using WinADV (Wahl 2000i3 eliminated about 7% of the
data. The data was exported and processed usimj@tdeveloped FORTRAN code
(Appendix F). The FORTRAN program rotated the datd computed the flow field
parameters including mean velocities, Tl, TKE, etations, time scales, and length

scales.
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Results

The flow field observations were investigated agieal profiles and as spatial

distributions. The vertical profiles were useddsttexisting empirical equations. The

spatial distributions improved understanding oehegeneous natural stream flows.

Velocity Profiles

Streamwise (Y, transverse (4 and vertical () velocity profiles for all stations
are shown in Figure 2.5s was generally the highest in riffles and lowespaols with
an expected increase in magnitude with distanaa the bed, Z. By definition, mean u

and y values were set equal to zero for each vertiailpr The magnitude of;tended

to be slightly larger than,uThe magnitudes of, and y were highest in riffle units.
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Figure 2.5. a) Streamwise, b) transver se, and c) vertical velocity profiles
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The streamwise velocity components were non-dinoeadized with the friction
velocity, u*, for comparison with the log-law. Teaduate log-law performance, the
velocity profiles were categorized by stream unit( riffle, and pool) and by transverse
location (edge, transition, and center). The straaitvelocity profiles are displayed in
Figure 2.6. Best-fit regression lines were founithgishe least-squares technique for each
stream unit. The pool and run regression equasbns/ed nearly perfect agreement with

the log-law. The log-law did not perform as welkifile units.

16
Log-Law
14 +— ¢ Run
= Riffle
12 11 & Pool
— = Run Reg.
10 1 - - - Riffle Reg.
—— Pool Reg.
u/u* 8 -
6 .
4
2 zv
s Ly
0 LS | |
0.01 0.1 1 10
Z/h

Figure 2.6. Velocity profilesand regression lines by stream transver selocation

The adequacy of the log-law was tested using a Chest. Results of the Chow
test showed no significant difference between digeldw and measured data for the run
(F(2,348)=0.0024, non. sig.), riffle (F(2,348)=1.20n. sig.), pool (F(2,348)=0.029, non.

sig.), or combined (F(2,348)=0.69, non. sig.) detas
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The velocity profiles categorized by transversatmn are shown in Figure 2.7.
The velocity profiles collected at the centerlimel aear the banks showed a strong
agreement with the log-law. The log-law tendedndarestimate the velocity in the
transitional profiles. This was likely due to elea velocities in this region, caused by
secondary currents, as discussed later (TransVetseity Distributions). Chow test
results showed no significant differences betwegdaw and measured data for the
center (F(2,94)=0.020, non. sig.), transition (EQ2)=0.76, non. sig.) and edge

(F(2,142)=0.083, non. sig.) regions.
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Figure 2.7. Velocity profilesand regression lines by stream transver selocation

Turbulence Intensity Profiles

Streamwise (T, transverse (Tl and vertical (TJ) turbulence intensity profiles
are shown in Figure 2.8. As expected, Tl componerte generally highest in riffles

and lowest in pools. Additionally, JWas generally higher than{Eind T|. However, T|
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vales were slightly higher than,Malues, which contradicts previous experiment& Th
elevated Tilevels were likely caused by secondary currents.

The Tl data were non-dimensionalized with the ibictvelocity and plotted in
Figure 2.9, along with corresponding empirical doues (Equations 2.14a-d). Although
the empirical equations were of the same magniisdbe measured data, no predictive
ability was observed. The inadequacy of the emgliequations was verified with a
series of Chow tests. The tests showed a signtfaiffierences between measured and
predicted values for T(F(2,348)=49.41, p<0.05), {[(F(2,348)=134.40, p<0.05), and
Tl (F(2,348)=13.10, p<0.05). Attempts to develop Hiesegression equations were
unsuccessful due to extremely high sample varianadslitionally, an exploratory
analysis (correlation and regression) failed tanithe a trend between Tl observations

and hydraulic or geometric data.
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Figure 2.8. Streamwise, transverse, and vertical turbulence intensity profiles

30



+ Run
7 - 7 = Riffle
4 Pool
[ ]
6m 6 — Empirical

TIs / u*

Figure 2.9. Dimensionless a) streamwise, b) transver se, and c) vertical turbulence

intensitiesand empirical equations

Turbulent Kinetic Energy Profiles

Dimensional and dimensionless TKE profiles are ldiggd in Figure 2.10. As
expected, TKE levels were generally lowest in paoid highest in riffles with values
ranging from 0 to 650 cffseé. Figure 2.10b contains the predicted values frioen t
empirical TKE equation (Equation 2.14d). The présticvalues were far below measured
values except near the bed. The expected expohdetine in TKE with depth was not
observed. The Chow test verified the inadequadh®fTKE equation by finding a
significant difference between measured and predicalues (F(2,348)=101.9,p<0.05).
As with TI, high sample variance prevented the saable application of a regression

equation.
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Figure 2.10. a) TKE and b) dimensionless TKE profiles

Revynolds Shear Stress

Dimensional and dimensionless Reynolds shear qtrgsgrofiles are shown in
Figure 2.11. Theg values were similar between stream units, withhsly higher values
observed in riffles. Mostr values were greater than zero, demonstratingdpected
momentum flux toward the streambed. The predictegtdsionlessr distribution and
best-fit regression line are shown in Figure 2.JAlthough the empirical equation
reasonably predicted the magnitudagtalues, the observed data showed a weaker
reduction intg with distance from the streambed. Further, thesmesal data had a high
level of variance, with an®value of 0.05 for the best-fit line. However, Blow test

did not find a significant difference between meadwand predicted values
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(F(2,348)=2.49, non. sig.). This result was margimalicating the equation should be

used with caution. The best-fit regression equdtonhe observed data was as follows:

_u 1 1 Z )
S_zuv =1.1- 0,41F Equation 2.16
U*
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[ ]
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Figure 2.11. a) Reynolds shear stressand b) dimensionless shear stress profiles

Integral Scales

Integral time and length scales are shown in Fgydr&2 and 2.13, respectively.
As expected, integral scales were largest in tlod giod lowest in the riffles. The
distinction between stream units is less obviousdiogth scales due to the influence of
velocity in the calculations with Taylor’s frozemrbulence hypothesis. Length scale
values less than 0.2h were shaded because theatmpliof Taylor's hypothesis in this

region is questionable (Shteinman et al. 1996).
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No accepted empirical equations exist for integinaé scale distributions. A
regression line was fitted to the dimensional aintedsionless data, shown in Figure
2.12. The regression equation for the dimensioatd tevealed a slight increase in time
scale with depth with an®Ralue of only 0.020. The regression equationlier t
dimensionless data also showed an increase instiaie with depth, but the’Ralue was

even lower at 0.005. The resulting regression egpsivere as follows:

T= o,15%+ 0.22¢ Equation 2.17a
TTU* = 0.0032% + 0.015 Equation 2.17b

The integral length scale empirical equation (Eque2.15) is shown with the
measured data in Figure 2.13b. Equation 2.15 grea#r-predicted observed values.
Linear regression equations were fitted to the oleskeL and L/h data using a least-
squares method. The resulting equations were Esvolwith an B value of 0.20 for
both equations:

Z

L :12.18F+ 2.57 Equation 2.18a
L Z . .
h = O-ZOF”L 0.06: Equation 2.18b

When categorized by stream unit, thfev@lue of the dimensionless regression
equations were improved to 0.40 and 0.29 for tike and pool and reduced to 0.13 for

the run. Regression equations for the riffle, rad pool are given below.

bune —0.15% + 0.06:
h h

b - 0,19% + 0,09
h h

L z

o = 0.24=+ 0.02:

=y
=y
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Streamwise Velocity Distributions

Streamwise velocity distributions and velocity \astfor the St. Maries reach are
shown in Figure 2.14. The Figure contains hypotiaéthorizontal slices cut through the
reaches at 1cm, 2cm, and 5cm above the streambeat 20, 40, 60, and 80% of the
flow depth. As expected, the velocity increasedaims the surface in both reaches.
Velocity was generally highest in riffles and lowaspools. Steep velocity gradients
were observed near the banks and near the riffle.pEak velocities in the St. Maries
reach were observed near the center of the riAfNMOVA statistics were conducted in
order to investigate the effects of stream unifi¢;i pools, and runs) and relative depth
on the flow parameters. The results showed tha¢ thvas a significant difference
between stream units for both the St. Maries (A@)230.68, p<0.001) and Potlatch
reach (F(2,42)=19.64, p<0.001). Further, a sigarftdifference was observed between
velocity distributions by depth for both the St. Méa (F(2,119)=14.63, p<0.001) and
Potlatch (F(2,42)=5.50, p<0.001) reaches. Streamvetocity distributions for the

Potlatch reach are shown in Appendix C (Figure .15

Transverse and Vertical Velocity Distributions

The transverse velocity distributions for the SarMs reach are shown in Figure
2.15. ydistributions reveal the occurrence of secondaryents. The secondary currents
are observed by a shift between positive and negjativalues with depth. A strong
secondary cell was observed along the left bartheoft. Maries reach where transverse
velocities varied from less than -10 cm/s at thiéddoo to above 10 cm/s at the surface.
The Potlatch reach displayed similar trends witlosies ranging from -5 cm/s at the

bottom to above 5 cm/s at the surface (Figure Ci@nsverse velocities
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Figure 2.14. St. Mariesreach streamwise velocity distributions and velocity vectors
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were not significantly different between streamtsifior the St. Maries (F(2,119)=0.21,
0.812) or Potlatch (F(2,42)=0.14, p=0.99) reaches.

Vertical velocity distributions are shown in Appen@ (Figures C.17 and C.18).
Magnitudes were relatively small, generally lesmtB cm/s. Spatial trends further
demonstrated the existence of secondary curreetsicdl velocities were not
significantly different between stream units foe tht. Maries (F(2,119)=0.321, p=0.73)

or Potlatch (F2,42)=0.023, p=0.977) reaches.

Turbulence Intensity Distributions

Dimensionless streamwise turbulence intensitieguM)Ifor the St. Maries reach
are shown in Figure 2.16. sWas highest in riffles and lowest in pools. ANOV&sults
revealed a significant difference insDletween stream units for both the St. Maries
(F(2,119)=56.67, p<0.001) and Potlatch (F2,42)=%4%0.001) reaches. slwas not
significantly different between depths for the 8aries (F(2,119)=1.84, p=0.10) or
Potlatch (F2,42)=0.75, p=0.62) reaches. Streamtuibellence intensity distributions for
the Potlatch reach (Figure C.19) and transversriteimce intensity distributions (Figures
C.20 and C.21) for both reaches are shown in ApgeDdA significant difference in Tl
was observed between stream units for the St. BI@Fi,119)=52.81, p<0.001) and
Potlatch reaches (F(2,42)=56.54, p<0.001). A sicguit difference was also observed in
Tl, between stream units for the St. Maries (F(2,139)%7, p>0.001) and Potlatch
reaches (F(2,42)=86.75, p>0.001). There was nigingfisant difference in Tlor TI,

between depths in either reach.
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Turbulent Kinetic Enerqy Distributions

Dimensionless TKE distributions (TKE/)*for the St. Maries reach are shown in
Figure 2.17 and for the Potlatch reach in FiguZ2CSimilar TKE magnitudes were
observed between the sample reaches. TKE was high&fles and lowest in pools.
Elevated TKE values were associated with high vslaradients. Horizontal TKE
heterogeneity appeared to be much stronger thaicalerariability. A significant
difference in TKE was observed between stream @mitboth the St. Maries
(F(2,119)=57.44, p<0.001) and Potlatch (F2,42)=88030.001) reaches. However, no
significant difference in TKE was observed betwdepths for the St. Maries

(F(2,119)=0.84, p=0.544) or Potlatch (F2,42)=04).613) reaches.

Shear Stress Distributions

Shear stress distributions for the St. Maries remetshown in Figures 2.18.
Figure 2.18a contains bed shear stress valuedai@ddrom the friction velocity
determined with the log-law. Figure 2.18b througtogtains Reynolds shear stress
values calculated from the turbulence correlatizsinag Equation 2.12. The shear stress
was highest in riffles and lowest in the pools.igndicant difference ing was observed
between stream units for both the St. Maries (A@,316.52, p<0.001) and Potlatch
(F2,42)=3.94, p<0.05) reaches. The spatial vartglaf 1r demonstrates the inadequacy
of reach scale estimates. This is especially tou@ifocesses that are sensitive to shear
stress, such as sediment transport and benthitahdisturbance. A significant
difference intrwas observed between depths for the St. Marieh rigg2,119)=2.42,
p<0.05) but not for the Potlatch reach (F(2,42)Z0pE0.83). Shear stress distributions

for the Potlatch river can be found in Figure C.23.

41



Trans. Distance (m)

st Tk I TR

102030405060 70

a)lcm

Trans. Distance (m)

Trans. Distance (m)

c)5cm

Trans. Distance (m)

d) 0.2h

Trans. Distance (m)

e) 0.4h

Trans. Distance (m)

f) 0.6h

Trans. Distance (m)

g) 0.8h

60 70

0 10 20

30 40 50
Streamwise Distance (m)

Figure2.17. St. Mariesreach TKE distributions

42




Trans. Distance (m)

15

10 ¢

Shear Stress (N/m?) _:-

005115225

a) Bed

0 10 20 30 40 50 60 70

Streamwise Distance (m)

Trans. Distance (m)

Trans. Distance (m)

0 10 20

c)2cm

60 70

Trans. Distance (m)

d) 0.2h

Trans. Distance (m)

e) 0.4h

Trans. Distance (m)

f) 0.6h

Trans. Distance (m)

g) 0.8h

60 70

30 40 50
Streamwise Distance (m)

Figure 2.18. St. Mariesreach shear stressdistributions

43




Integral Time Scale Distributions

Distributions of integral time scales for the Stafiés reach are shown in Figure
2.19. Although most values were between 0 and drggwalues as high as 2.7 seconds
were observed (Figure 2.11). A clear distinctiotwaen run, riffles, and pool units was
observed. A significant difference in T was fouredviieen stream units for both the St.
Maries (F(2,119)=20.06, p<0.001) and Potlatch @&X20.82, p<0.005) reaches.
Although the value of T changed with depth, no obsitrends were observed. The
differences in T with depth was significant for the Maries reach (F(2,119)=2.29,
p<0.005) but not for the Potlatch reach (F(2,42320p=0.558). Integral time scale

distributions for the Potlatch reach are shownigufe C.24.

Length Scale Distributions

Distributions of integral length scales for the I8aries reach are shown in Figure
2.20. Most of the values ranged from 0 to 22cm Jéngth scales as large as 55¢cm were
observed (Figure 2.12). Due to the influence obery on the calculations, a stronger
trend with depth was observed, but the distinchietween stream units was reduced. A
significant difference in L was observed betweeaash units for the St. Maries reach
(F(2,119)=3.24, p<0.05) but not for the Potlateaah (F(2,42)=0.46, p=0.64). The
distributions revealed the existence of large sedtiies in both pools and runs. The
difference in L between depths was significantthar St. Maries reach (F(2,119)=5.68,
p<0.001) but not for the Potlatch reach (F(2,42%0p=0.80). Although results are
shown for all measured depths, the values for gdetds than 0.2h are questionable
because Taylor's hypothesis has not been verifiedis region (Shteinman et al. 1996).

Potlatch reach integral length scale distributiaresshown in Figure C.25.
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Hypothesis Testing

The results confirmed hypothesis 1 for velocity ahdar stress profiles. However,
hypothesis 1 was rejected forsTTlk, Tl,, TKE, T, and L profiles. New regression
equations were presented f@ar T, and L. The results confirmed hypothesis 2aHer
variables y w, Tls, Tk, Tl,, TKE, Tg, and T for both streams and L for the St. Maries
reach only. Hypothesis 2a was rejected for L inRb#atch reach. The results also
confirmed hypothesis 2b fog and T for both reaches. the St. Maries reach arahtd T
for the Potlatch reach. Hypothesis 2b was alsoicogatl for Tk and L for the St. Maries
reach. Hypothesis 2b was rejected for all otheialdes. Results of the hypothesis tests

are summarized in Table 2.3.

Table 2.3. Results of hypothesistestsfor the St. Maries (SM) and Potlatch (PL)
reaches (C=confirmed, R=r¢g ected, NA=not applicable)

Hypothesis and Reach
Variable 1 | 2asm | 2aPL | 2bSM | 2bPL
Us C C C C C
U, NA C C R R
Uy NA R R R R
Tl R C C C R
Tl R C C R R
Tl, R C C R R
TKE R C C R R
=R C C C R R
T NA C C C C
L R C R C R

a7



Discussion

The objective of this research was to a) test tiegaacy of existing empirical
formulas for velocity and turbulence distributianshatural streams and b) to investigate
flow field distributions at the reach scales. Thebgctives were met by conducting
ADV measurements in two natural stream reaches.

It was found that the log-law adequately prediactelbcity profiles at all
transverse locations and stream units in the sareplghes. The empirical shear stress
equation also performed adequately, but the res@te marginal. Empirical
relationships for turbulence intensity, turbulemtetic energy, and integral length scale
were inadequate for predicting measured data. f@esgression equations for Reynolds
shear stress and integral time and length scales pvesented. A high level of spatial
heterogeneity was observed between stream urfitegripools, and runs) but not
between different depths.

These results have important implications for thdarstanding of natural flow
fields because they contradict existing conceptgpen channel turbulence. The most
accepted model is that turbulence is primarily gateel by boundary shear and bursting
events and then diffused towards the surface vdmsigpating. Further, it is generally
believed that contributions from other featureghsas the stream banks and bedforms,
are small and localized. This study found thatuiebce heterogeneity was stronger
between stream units (horizontally) than betweegthde(vertically). Most turbulence
variables showed no significant trends with deptkE values were near predicted
values near the bed, but much higher than predickeks higher in the water column.

This suggests that turbulence generation at thenteddiffusion to the surface was not
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the dominant mechanism. This can be explained ¢ireubstantial turbulence
generation associated with stream banks, bedfareggtation, obstructions, channel
curvature, and other channel features. This findiunggests that a different approach
must be used in the prediction of natural streaimulence. A turbulent kinetic energy
budget approach, which accounts for turbulencergéioe from the channel features
mentioned above, may provide an improved estimitigrbulence distributions.
Although this work has advanced our understandfntatural stream flow fields,
several limitations exist in the current studysEithe observations were only conducted
in two stream reaches. Also, the reaches wereagimilterms of discharge, channel
geometry, and bed roughness. Additionally, instnt@gon limited the measurement
resolution and investigation of coherent structuFegure work should investigate
additional reaches with a wider range of hydraahd geometric characteristics. An
array of ADVs would provide greater data resolutimstrument advancements, such as
the use of acoustic Doppler current profilers (ADQRay also improve the quality of

measurements.
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Chapter 3: Adequacy of ADCP velocity, shear stress, and turbulence

measur ements

Abstract

Accurate flow field measurements in rivers are ssagy for many applications
including biological investigations and numericadael development. Unfortunately,
data availability is very limited due to inadequateasurement techniques. Acoustic
Doppler Current Profilers (ADCP) provide a promgsaiternative to traditional point-
velocity measurements. However, these instrumeaus hot been thoroughly tested
against accepted measurement techniques in nattgams. The objective of this
research was to evaluate the adequacy of ADCP &sune velocity, turbulence, and
shear stress distributions in cobble bed riversngarison with Acoustic Doppler
Velocimeter (ADV) data showed that ADCP instrumeadsurately measured velocity
magnitude and bed shear stress distributions ircthble bed rivers. However, ADCP
measurements of three-dimensional velocity comptsremd turbulence parameters were
significantly different than ADV results. This hbsoad implications considering the use
of thousands of ADCPs by the USGS and other agentles will greatly improve our
ability to measure natural stream flow fields fomnmerical model calibration, habitat

assessments, and other stream investigations.
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Introduction

Accurate flow field descriptions in rivers are inngamt for the investigation of
stream processes. For example, velocity distribgtimpact aquatic habitat and mixing
phenomena, bed shear stress influences sedimesptnd and benthic organism
development, and numerical models require flondfegscriptions for boundary
conditions and calibration.

Despite the need for flow field information, measuent challenges have limited
data availability. Traditional techniques utilizeipt-measurements conducted at several
locations. This is usually completed with a Pricéggmy current meter. More advanced
instruments, such as the Acoustic Doppler Veloceam@aDV), are increasingly being
used. These point-measurement techniques shamalkeéravbacks including safety
considerations (fast or deep flow) and prohibitivee requirements to collect an
adequate number of measurements.

A possible alternative to these point-measurenrattuments is the Acoustic
Doppler Current Profiler (ADCP). Originally devekgb for marine flow environments,
the technology was first applied to rivers in tlagly 1990s. The popularity of ADCP
stream discharge measurements has grown consyst8imtipson 2001). Recently,
researchers have investigated the use of ADCP®#&sune spatial flow features
including velocity and turbulence distributions (8Me et al. 2004a; Muste et al. 2004b;
Shields et al. 2003; Schemper and Admiraal 2008)véver, the validity of ADCP
velocity measurements have not been adequategdtaghinst accepted techniques in

natural streams.
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Objective
The objective of this research was to evaluatatezuacy of ADCP instruments
for measuring velocity, shear stress, and turb@ehstributions in cobble bed streams.
This was accomplished by conducting ADCP and AD\asoeements at nine coincident
stations in two rivers. The observation data wesedito test the following hypothesis:
Hypothesis SADCP measurements are adequate for describingityeknd
shear stress distributions. It was predicted thatet would be no significant difference

between ADV and ADCP velocity and shear stress oreasents.
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Background

Significance

Velocity is a dominant variable influencing mangesim processes including
aquatic habitat, contaminant transport, and geohwogy. Velocity and shear stress
distributions influence aquatic organism energyeexjiture, food delivery, waste
removal, predator avoidance, and physical distuwdgHart and Finelli 1999). Aquatic
habitat evaluation is usually accomplished thropgimt measurements, while neglecting
important spatial variations (Crowder and Dipla®@0 Improving measurement
techniques is necessary to advance habitat assgsgroeedures (Bunn and Arthington
2002; Hardy 1998).

Proper placement of wastewater and stormwater lisutégjuires knowledge of
mixing processes. Velocity gradients and turbuflerctuations influence mixing of
contaminants, nutrients, sediments, and dissolasdgy(Martin McCutcheon 1999).
Predicting contaminant and nutrient mixing requaesurate flow field measurements.
Sediment transport calculations also require kndgaeof velocity and shear stress
distributions.

River analysis is often accomplished using onee;fand three-dimensional
stream models (Biron et al. 2004; Crowder and Bi@@02; Lane et al. 2004). Flood
prediction, hydraulic design, sediment and contamitransport, and ecosystem
restoration are a few of the simulated processesleVidevelopment requires accurate
flow field and geometry data for boundary condii@nd calibration. The desired data

are rarely available due to collection difficulties
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Flow Characteristics

Stream flow fields are often described throughmalgioation of theoretical and
empirical equations. The ‘law of the wall’ develdgsy Prandtl (1932) and von Karman
(1930) for smooth-boundaries was modified by Nikisea(1933) and others (Rotta 1962)

to the following log-law for rough boundaries:

i:—ln 2+ Az +B Equation 3.1
u « K,

where is the local time-averaged velocity, is the friction velocityk is the von
Karman constant, z is the distance from the Aeds the displacement length, ik the
roughness height and B is an integration constant.

Log-law application to measured data is depender@ssumptions made in
choosing Equation 3.1 parameters. The approprssienaptions depend on project
objectives, flow conditions, and data availabilixtensive laboratory and field
experiments have demonstrated thaban be assumed between 0.4 and 0.41 for fixed
beds (Nikora and Goring 2000; Kirkgoz 1989) and Bpproximately 8.5 for equilibrium
flow conditions (Song and Chiew 2001).

The roughness height is a function of the boundamghness. For a uniform
grain distribution, it is appropriate to use thetjgée diameter (Nikuradse 1933).
However, kis not clearly defined for heterogeneous streasilaed can be further
complicated by the presence of bedformssloften assumed as a patrticle size
distribution statistic such as the median parstte, do (Blanckaert and Graf 2001,

Papanicolaou and Hilldale 2002).
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The displacement length is a correction from tlwaletreambed elevation to the
velocity profile origin (u=0 and z&z=0). The profile origin is difficult to define for
natural streams as it depends on local bed geondetiig often determined by curve-fit
to collected data or neglected altogether (Nikaral.€2002).

Details for determining friction velocity( ), shear stresg), the correlation

function (R), integral time scale (T), and intedeaigth scales (L) is found in Chapter 2

and Appendix A.

Instruments

The details of ADCP operation are described by momeauthors (Mueller 2003;
Stacey 2003) and are briefly summarized here. A XKz Workhorse ADCP,
manufactured by RD Instruments, was used in tlsisaieh. The ADCP transmits and
receives an acoustic signal with four beams, eaphrated by 90 degrees (Figure 3.1a).
Each beam is oriented outward 20 degrees fromedheal. This configuration results in
four control volumes (bins), which increase in sapel diverge with distance from the
ADCP. Velocity profile data are collected at unifdy spaced bins.

Several limitations result from the ADCP sampliaghnique. First, flow field
heterogeneity across the four diverging beamstsesumeasurement error. The error
can be substantial when applied to natural stre&exsond, velocity in the top 10 to 50
cm and bottom 6% of the water column cannot be aredsdue to acoustic ringing and
echoes. This is a serious limitation if boundartadae required or when operating in
shallow flow. Additionally, the large sampling vohe, which increases with depth,

makes it impossible to measure small scale turbdikgctuations.
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Figure3.1a) ADCP and ADV instruments and control volumes, b) Expanded view
of the ADV probe and control volume

Alternatively, flow fields may be characterizedngsian ADV instrument. A 16
MHz MicroADV, manufactured by Sontek/YSI, was udedthis research. A detailed
description of ADV operation principles can be fdun Song and Chiew (2001). The
ADV operates on a pulse-to-pulse coherent Dopiit. #\n acoustic signal is emitted
by a transducer towards a sampling volume locgdedoximately 5 cm away. The signal
is reflected by ambient particles in the flow fieldd measured by three receivers
separated 120 degrees and approximately 7 cm @gylib). The Doppler shift
frequency along each receiver is used to calcthat&D water velocity. The resulting
control volume is 0.09 cc with a 50 Hz maximum shngprate. Figure 3.1 demonstrates

the contrast in ADCP and ADV sampling volumes.
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The ADV configuration allows analysis of detailéow features including small-
scale turbulent fluctuations. ADV instruments h&een used to describe velocity and
turbulence distributions in laboratory flumes (fee2003), irrigation canals (Nikora and
Goring 2000), and natural channels (Rennie et%91Tritico and Hotchkiss in press).
However, this technique has several drawbacks coedpa the ADCP approach.
Foremost, the small sampling volume makes chaiaatem of large areas very time
consuming. Further, instrument placement can bedif and dangerous in deep or rapid

flows.
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Methods

Site Characterization

Measurements were conducted at two cross-sectiahe iSt. Maries River near
Clarkia, Idaho and two cross-sections in the Pdil&iver near Kendrick, Idaho. Stream
geometry data were collected with a total statisingistandard surveying techniques
(including stream banks, water surface and bedeslaggnd cross-section geometries).
Survey data were used to calculate mean depthidyaulic radius (R), top width (T,),
Reynolds number (Re), Froude number (Fr), and glsiear stressg). Table 3.1
contains physical and hydraulic descriptions ofdhmpled reaches and stream

geometries are shown in Figure 3.2.

Table 3.1. Physical and hydraulic descriptions of the sampled reaches

Paotlatch Reach| St. Maries Reach| How determined
Discharge, ADCP
Q () 14 79 measurement
MWean Velocity, a7 6 Bl 5 ADCH
LI {cmis) measurement
bean Depth, H (m) 0.81 1.02 Survey
Hydr. Rad. Ry (m) Q.77 Q.57 Surey
Taop Width, Ty (m) 15.4 128 SUReYy
Aspect Ratio, Ty/H 19.0 125 SURey
Froude Murnber, Fr 0.31 0.21 UifgRy™e
Reynolds Mum., Re 6.0x10° 4 8x10° pURK
Bed Slope, Sy 0.00081 -0.00012 Survey
Water Slope, 5 0.001 0.0005 Survey
Slobal Friction
Velocity, urg (mfs) 0.085 0.066 Eqg. 2 and 3
Glabal Shear
Stress, 1 (N/m) 78 44 Ea.
dig, dap, dag (Tm) 72114187 5.8,109/16.8 Walman
Felative
e 0.14 011 Wolman, Survey
Critical Shear, Shields
Ty (mezjl for dag 92 EE Pararneter
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Figure 3.2. a) Elevation and b) cross-section views of the samplereaches

The sediment particle size distributions (psd) wscribed using a Wolman
pebble count (Wolman 1954). Approximately 150 sasplere collected at a series of
transects within each reach. Median particle diensetere 10.9 and 11.4 cm for the St.
Maries and Potlatch rivers, respectively; both hesovere classified as cobble bed
(Bunte and Abt 2001). The critical shear stresses., were estimated for thegusing
the Shields parameter. Global shear stress essmatie far below critical values.

The Potlatch River reach is a high gradient strpamducing coarse sediment,
high mean velocity, and shallow depth. The leftkosmearly vertical bedrock and the
right bank is vegetated cobble. The St. Marieshides a more moderate slope and
therefore, a lower mean velocity and finer sedim€&he reach has a minor lateral
expansion but an increase in bed elevation resuisnoderate flow acceleration. Both

banks are covered with grass, which was submergibe &ime of sampling.
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ADCP Sampling

The ADCP was mounted within a RiverBoat, manufadury OceanScience.
Two taglines were attached to the Riverboat anebtited through eyebolts, which were
driven into the river banks. The RiverBoat wasfitwith flow-vanes to align the ADCP
and was moved to the desired location and anchiyréying the taglines to the eyebolts.
Data were collected for 20 minutes at each stapowviding approximately 1200
samples. ADCP data were transferred to a laptogaten with wireless modems. The
instrument configuration was adjusted to optimiagadjuality. Due to high velocity and
turbulence levels, the ADCP was operated in modeift?a 5cm bin size. Although
more robust, mode 12 provides less precision thamvailable pulse-to-pulse coherent
modes (5, 8, and 11). For the St. Maries reach statoons were sampled in each cross-
section at one-third the stream width from eactkbamthe Potlatch reach, three stations
were sampled in each cross-section at the cerdeahd one-quarter the top width from
each bank.

ADCP data were analyzed with vendor and custonwsoé programs. WinRiver
(RD Instruments) was used for instrument configargtdata archiving, and data
extraction. A custom FORTRAN code was written tonpoite velocity, correlation, and

spectral density values.

ADV Measurements

An aluminum sampling stand was built to hold the\AD'he stand was 1 meter
wide and 0.5 meters long and fitted with four atjbte legs and an adjustable sampling
arm (Figure 2.4). The sampling arm extended a maxiraf 0.5 meters from the stand’s

front to avoid flow field interference, while crebsacing prevented flow induced stand
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vibrations. The ADV processing canister and lagtomputer were set on top of the
stand. The ADV position was measured with a contlmnaof vernier scales.

Following ADCP data collection, instrument locatas surveyed and marked
with a florescent monument. The ADV was positiongdr the monument and the
location was verified by surveying the probe. Ttreanbed, water surface, and all four
stand legs were also surveyed. The ADV was injtipdisitioned with the control volume
approximately 1 cm from the streambed. Data wellected for 2 minutes at a frequency
of 50 Hz. The adequacy of the 2 minute sample turatas confirmed by collecting
data at one point for 20 minutes and evaluatingrdignce of velocity statistics. Data
were collected at 10 elevations within each velrficafile. The data were processed

using WIinADV (Sontek/YSI) and custom FORTRAN codes.
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Results

Velocity

ADCP velocity measurements were evaluated agaiDd data. Time-averaged
velocity magnitudes and three-dimensional companeete examined. ADCP error was
assessed by assuming ADV measurements represeatiy (\VVoulgaris and Trowbridge
1998). The significance of measurement techniquaessiatistically tested.

ADCP measurements of velocity magnitude closelgmdded ADV results.
ADCP and ADV depth-integrated velocity magnitudessdill nine stations are
summarized in Table 3.2 ggy and Upcp mag. The mean depth-integrated ADCP error
was -2.8 cm/s or -4.8%.

A typical velocity profile (St. Maries, Station B)shown in Figure 3.3a. ADCP
measurements closely approximated ADV data througth@ vertical profile. A
comparison between ADCP and ADV point-velocity meaments at all coinciding
locations is shown in Figure 3b. Most ADCP measiaets were close to the one-to-one
line. Mean point-velocity errors for each statioa aummarized in Table 3.2)k). The
mean ADCP error for all data points was -1.2%. ADE ADV velocity magnitudes
were compared using a two-sample t-test. The eshttwed that the mean difference
between ADCP and ADV velocity magnitude measuremesais not statistically
significant (t(40)=0.47, p=0.32).

ADCP and ADV measurements were also compared byngieasing the velocity
magnitudes into streamwise, transverse, and vediraponents using a streamline
coordinate system (Wilczak et al. 2001). Figure&@s® contains streamwise velocity

data for both instruments. ADV streamwise velodi&ya were very similar to
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Table 3.2. Physical and hydraulic station data where: where: H=depth, Uapy=ADV
depth integrated mean velocity magnitude, Uapcp-mag=ADCP depth integrated mean
velocity magnitude, Uapcp-sw=ADCP depth integrated mean streamwise velocity,
Emag=mean ADCP error in point velocity magnitude, Esy=mean ADCP error in
point streamwise velocity, Tapy=ADV log-law derived bed shear stress, Tapce-
mag=ADCP log-law velocity magnitude derived bed shear stress, Tapcp-sw=ADCP
log-law streamwise velocity derived bed shear stress, Trss =ZADV Reynolds shear
stressderived bed shear stress, dsp=median particle size, Azapy=ADV log-law
displacement length, Azapy=ADCP log-law displacement length, R?Aov=ADV log-
law correlation coefficient, R%Apcp=ADCP log-law correlation coefficient, Tlapy
0s4=ADV velocity turbulenceintensity at mid-water column, Tlapcp 0sn=ADCP
velocity turbulenceintensity at mid-water column, Tapy osq =ADV integral time
scale at mid-water column, Tapcp o051 =ADCP integral time scale at mid-water
column, Lapy 0.5H =ADV integral length scale at mid-water column, L apcp 05+
=ADCP integral length scale at mid-water column.

River Potlatch St. Maries

Station 1 2 3 4 5 1 2 3 4
H (cm) 65 84 94 83 81 106 | 113 87 102
Uapv (cm/s) 80.3|184.7 819|828 | 714|743 | 79.1| 72.7 | 81.4

Uabcp-mag (CM/s) | 78.7 | 84.1 | 81.0 | 82.8 | 69.2| 709 | 729 | 67.3 | 67.1
Uapcp-sw (€m/s) | 75.0 | 80.1 | 78.1 | 79.0 | 66.4 | 67.8 | 69.4 | 64.9 | 64.2

Eag (%) 01| 14| 32|02 37 18| -24]|-12]-146
Esw (%) 85| 64| 27| 55| -75| 85| -84 | -98 | -23.0
Tapy (N/m?) 58 57| 60| 56| 42| 41| 44| 42| 49

TADCP-Mag (N/mz) 55| 56 | 59 | 56 | 40 ]| 3.7 | 38 | 36 | 3.3
TADCP-SW (N/mz) 50| 51 | 55| 51| 3.7 34| 34| 34 | 31

Trss (N/m?) 42 | 49 | 51| 33| 30] 31 40| 29| 18
dso (cm) 104 | 10.4 | 153 109 | 11.2| 11.0| 108 | 11.1 | 10.8
Adapy (€M) 290 | 10| -43]|-16| 00| 29| -05]| 53| -27
Adapcp (€M) 33| 27| 01| -10]|-44]| 32| -18] 12| -36
R*pv LOg 099 099|099 | 099 099|099 0.98]| 097|097
R?apcp LOg 0.99 | 0.99 [ 0.99 [ 0.98 [ 0.96 | 0.99 | 0.98 [ 0.99 | 0.98
Tlaov 0.5H 116 | 10.1 | 128 | 11.4| 108]| 86 | 87 | 109 | 6.4
Tlabce 051 272|282 275|271 270 26.2| 26.8 | 26.9 | 26.3

TaovosnH (S€EC) 2502821325117 159]1.70| 350 1.10 | 1.93
Tapce 051 (SEC) 055(052] 052|051 055]052]| 057] 052|057
Lapv osn (S€C) 230 | 254 | 243 | 102 | 67 | 134 | 310 | 87 | 168
Laoce o5+ (SEC) 43 44 42 42 38 40 44 38 42
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Figure 3.3. (A) ADV and ADCP streamwise velocity and velocity magnitude profiles
for Station 2 of the St. MariesRiver, (B) ADCP velocitiesvs. ADV velocities for all
points

corresponding velocity magnitudes. However, duarge fluctuations in transverse and
vertical velocity measurements, ADCP streamwiseait} data were noticeably reduced.
The result was a much larger mean error in ADCRIdaperaged streamwise velocities
(Uapcp sw) at —8.9%. The point-velocity errors for each station armmarized in Table
3.2 (Esw) and displayed in Figure 3.3b. The result of a-sample t-test revealed a
statistically significant difference in mean ADCRJaADV streamwise velocity
measurements (t(40)=2.68, p<0.05).

The measured vertical velocity profiles were coredawith the predicted log-law
distributions (Figure 3.4) showing dimensionlessfitgs and log-law functions for all
stations. The log-law was applied by solving fa thction velocity and displacement

length using a least-squares method. Measuredrdateboth instruments closely
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Figure 3.4. ADV and ADCP logarithmic velocity profilesand the theor etical log-law

resembled the log-law profile. Resulting log-lawaraeters and correlation {Rvalues
are shown in Table 3.2.’Ralues were greater than 0.96 for all stationsp@icement
lengths Az, varied from -4.4 to 5.3 cm, which were less ttinmedian particle size
diameter for all profiles. Friction velocity valuesll be addressed below with shear

stress results.

Turbulence

The adequacy of ADCP turbulence measurements vedisatgd by comparison
with ADV data. ADV performance has been thorougklted and was assumed to
represent reality for this study (Voulgaris andwboidge 1998). Turbulence intensity

(TI, integral time (T) and length scales (L), apkctral densities were compared.
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Figure 3.5 contains typical Tl vertical profilesragasured by ADCP and ADV
instruments (St. Maries, Station 2). Due to higétrunment uncertainty when operated in
mode 12, ADCP standard deviation was about threestiarger than ADV results. The
effects of artificially elevated standard deviasaran be observed using velocity
histograms. Figure 3.6 contains ADCP and ADV st velocity histograms for one
point in the St. Maries River (Station 2, z=0.583.expected, the elevated ADCP
standard deviation resulted in a broader velodgfribution. Gaussian distributions for
sample means and standard deviations are also sMwasurements from both

instruments resembled Gaussian distributions.
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Figure 3.5. ADV and ADCP velocity magnitude T1 profilesfor Station 2 of the St.
Maries River
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Figure 3.6. ADV and ADCP streamwise velocity histograms for mid-water column

of Station 2in the St. Maries River

Turbulent integral time and length scales providsater insight into flow
structure and instrument performance. ADCP measemewere evaluated through
comparison to ADV results. Additionally, ADV scaleeasurements were used to test
instrument criteria as discussed above. Figure @ntains typical ADCP and ADV
correlation functions for one location in the Stafiés River (Station 2, z=0.5h). The
correlation data illustrate the drastic differentdDCP (approximately 1 Hz) and ADV
(50 Hz) sampling frequencies. The correlation fiomg were integrated to determine
turbulent time scales (Table 3.2 and Figure 3.FFbj.the data displayed in Figure 3.7a,
the ADCP and ADV integral time scales were 0.57 &ldseconds, respectively. The
ADCP time scale is less than the instrument sampteguency and only slightly greater

than the theoretical minimum of one-half the sanmgptime step (0.5 seconds).
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Investigation of time scales at other stations [@&) and depths (Figure 7b) reveals that
ADV time scales vary with location, while ADCP seslremain near one-half the

sampling frequency.
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Figure3.7. (A) ADV and ADCP correlation functions for mid-water column of
Station 2 in the St. MariesRiver, (B) ADV and ADCP integral time scale profilesfor
Station 2 of the St. Maries River

Turbulent integral length scales were also comptreyaluate the adequacy of
ADCP sampling volumes for measuring coherent stinest Table 3.2 contains mid-
water column integral length scales for both inseats. As with time scales, ADCP
length scales varied little between stations ragpfjiom 38 to 44 cm. These scales were
far less than corresponding ADV measured scale$o(8710 cm) and similar to the

length of the ADCP sampling regions (30 to 50 cm).
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ADCP performance was further evaluated by investigaurbulence spectral
densities. Figure 3.8 contains spectral densisageaived from both instruments in the St.
Maries River (Station 2, z=0.5h). ADV measuremel@shonstrated the well known
Kolmogoroff -5/3 power law (Monin and Yaglom 197Turbulence generation occurred
in the region between 0.1 and 1 Hz, consistent int#kgral time scales. The turbulence
spectrum indicates dissipative time scales of 8ddnds or less. ADCP results do not
accurately describe the turbulence spectrum. Higgpuency scales were truncated by the
low sampling frequency. The lack of high frequedeya also introduced erroneous low
frequency data points (<0.1 Hz) due to aliasingesEresults indicate that the ADCP
sampling frequency was too low and the samplingma too large to properly measure

turbulence features.
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Figure 3.8. ADV and ADCP spectral density distributionsfor mid-water column of
Station 2 in the St. Maries River
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Shear Stress
The adequacy of ADCP derived shear stress estimatgsissessed through

comparison with ADV and water surface slope methdte log-law (Equation 3.1) was
used to estimate bed shear stress using ADV andPAR@amwise velocity data and
ADCP velocity magnitudes. ADV velocity magnitudesre not included because they
were nearly identical to streamwise values. ADV megs shear stress measuremetnis (
were also used to estimate local bed shear stieits water surface slopes were used to
estimate global shear stregg,ADCP Reynolds shear stress measurements wetsedt
because the preceding results demonstrated thegnady of ADCP turbulence
measurements.

Bed shear stress estimates are contained in Tadbl€& nearly every value,
global shear stress was greater than the locahatss. Results of a one-sample t-test
showed a significant difference between global landl bed shear stress estimates.
Among local shear stress estimates, ADV log-lawe@alwere the highest amgl
estimates were the lowest. AD¥ estimates were considered less reliable due to low
correlation values in calculations from Equatiob®(R<0.4). ADCP log-law estimates
compared well with ADV values. As with velocity dashear stress estimates from
ADCP velocity magnitudes more closely matched A@Suits. The results of a two-
sample t-test showed that the mean difference leetW®CP and ADV shear stress
estimates from streamwise velocities was statisfisggnificant (t(9)=1.98, p<0.05).
However, the mean difference between ADCP and AD&&s stress estimates from
velocity magnitudes was not statistically differéi®)=0.99, p=0.17). In other words,
ADCP shear stress values derived from velocity ntades using the log-law adequately

matched ADV results.
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Summary

Improved flow-field descriptions are needed foridewange of applications.
ADCP instruments provide a potential alternativéraaditional point-measurement
techniques. The objective of this paper was tostigate the accuracy and adequacy of
ADCP velocity, bed shear stress, and turbulencesurements in cobble bed rivers. This
was accomplished by comparing ADCP and ADV measangsnat nine coincident
stations in two rivers. Results showed that the RCACcurately measured velocity
magnitude but under-evaluated the streamwise \tgloomponent. ADCP measured
velocity profiles closely resembled theoreticalddthmic distributions. Investigation of
turbulence parameters revealed the inadequacy @FAIrbulence measurements in this
environment. The ADCP TI values were elevated dudadgh instrument noise.
Investigation of turbulent scales and spectral tiessshowed that ADCP sampling
frequency was too low and the sampling region &mgd to adequately capture
turbulence structure. Comparison of shear stresdtseshowed that ADCP values
derived from velocity magnitudes, using the log-ladequately estimated ADV results.
Further, ADCP estimates of local shear stress wsigreficantly better than global
estimates using water surface slopes, which tetalederestimate local values.

In conclusion, ADCP measurements of velocity magtatand bed shear stress
were adequate when compared with ADV results indalable bed rivers. Therefore,
ADCP instruments may provide a preferred altermatovtraditional point-measurement
techniques. However, higher instrument samplingdemcies and reduced sampling
volumes are necessary to describe three-dimensretadity components and turbulence

parameters.
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Chapter 4: Influence of successional development

on periphyton disturbance

Abstract

Disturbance is known to be a dominant variabldr@asn ecology. Disturbance
can be the result of hydraulic or physical modiiimas to the environment. Periphyton
assemblages are composed of attached algae, baatatifungi growing on the
streambed. The assemblages can be viewed as &iheoes nuisance depending on
stream productivity. Periphyton community structisr@ighly dependent on disturbance
regime. The objective of this research was to itigate temporal variations in
periphyton resistance to shear stress. The reseaslaccomplished by colonizing
ceramic tiles in a natural stream for various tpeeods. The tiles were periodically
collected and subjected to increasing levels oaskiess in a laboratory flume. The tiles
were then analyzed to determine the level of pgtgohscour. It was found that
periphyton ash free dry mass increased signifigamth colony age and time of the
growth season. Periphyton resistance to scouraserewith colony development but
was not significantly influenced by time. The reésudan be used to improve restoration

and management of stream systems.
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Introduction

Periphyton assemblages are composed of attachael, &lgcteria, and fungi
growing on the streambed (Barbour et al. 1999)pRgton are primary producers and
form the base of autochthonous stream food webs. i&sult, stream productivity is
often dependent on periphyton development. Foastsewith abundant allochthonous
inputs or high nutrient concentrations, periphytan overwhelm the stream and become
a nuisance (Allen 1995). Therefore, understandergppyton assemblages is an
important step for managing and restoring streamotfans (Hart and Finelli 1999)

The successional development of periphyton colomssbeen studied under a
range of conditions. Additionally, the effects bétflow field on periphyton colonies
have been investigated by several researchers. Wowle influence of successional
development on periphyton scour resistance habewt directly investigated. Such
knowledge is needed to better understand the mélef natural disturbances and water

management on stream processes.
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Objectives

The objective of this research was to investigateporal variation in periphyton
resistance to shear stress scour. This objectigemwe by testing the following
hypotheses.

Hypothesis 4Periphyton ash free dry mass (AFDM) is dependarthe time of
the growth season. It is predicted that periphgssemblages will increase in AFDM
with respect to time.

Hypothesis 5Periphyton AFDM is dependent on successional dgveént. It is
predicted that the periphyton AFDM will increasdiwecolony age.

Hypothesis 6The amount of periphyton scour is dependent otetied of shear
stress. It is predicted that periphyton mass saadrpercent scour will increase as shear
stress is increased.

Hypothesis 7The effect of shear stress on periphyton scodefgendent on time
of the growth season. It is predicted that periphyhass scour will increase and percent
scour will decrease with an increase in time.

Hypothesis 8The effect of shear stress on periphyton scodefgendent on
successional development. It is predicted thappgton mass scour will increase and

percent scour will decrease with colony age.
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Background

Successional Development

The temporal sequence of periphyton assemblagdagpenent in streams has
been the topic of several investigations. Succasasidevelopment is defined as a
directional change or sequence in the relative dance of species and structure in a
community (Poff et al. 1990). The development afgleyton assemblages has been
described analogous to higher plant successioludimg vertical community
development from low to high structures and thgpessive slow-down in the rate of
succession. This analogy was first made for Igmeigphyton assemblages by Hoagland
et al. (1982). The authors reported that the pgtgyhdeveloped from structurally simple,
horizontal assemblages, characterized by diatom$acteria to more complex vertical
communities consisting of an understory of diat@mg an overstory of stalked diatoms
and filamentous algae. However, development isdkss for lotic assemblages.
Steinman and Mclintire (1986) did not observe thel@gy between vertical stratification
in lotic periphyton and higher plant communitiebey found that the taxonomic
structure of the periphyton assemblage is appgrdetermined by several environmental

variables, including the species pool and the maygnvironment.

Periphyton Disturbance

Disturbance is widely recognized as a fundamergtdrchinant of community
development in most ecosystems (Poff and Ward 198gistance and recovery of
periphyton communities to disturbance are importamnisiderations for stream ecology
(Stevenson 1990). Hydraulic disturbance by floody tve the major mechanism

controlling differences in periphyton biomass atrdure (Biggs and Close 1989).
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Further, successional trajectories of periphytommmainities are rarely able to evolve to
climax stage without interruption (Steinman and Micé 1986).

Numerous studies have investigated the impact dfgufic disturbance on
periphyton assemblages. Steinman et al. (1990)texpthat the type and duration of
disturbance may be more important to stream ecasygsthan nutrient levels and species
interactions. Field studies completed by Biggs @hase (1989) showed that the
proportion of periphyton lost in floods of similaragnitude varied among streams and
was not a linear function of shear stress. PeteanadriStevenson (1992) reported that
resistance was generally lower in slow current cammitres. The authors concluded that
disturbance timing, successional state, and haddfiatt the susceptibility to disturbance.

An example of the response of periphyton commumnibedisturbances was
reported by the USGS (1997). The researchers igatstl periphyton cell densities
before and after two flood events on Big Darby &neeOhio. The researchers found that
algal-cell densities varied seasonally with scaumging from O to 76%. The diverse
range of disturbance responses between streanevants underscores the need for

additional research on this topic.

Flow Field Influence on Periphyton

The influence of flow on periphyton communities ¢endescribed through two
counteracting processes. A rise in velocity producsteeper diffusion gradient and
increased turbulent fluctuations, resulting in ¢geaaterial exchange of nutrients to the
periphyton community (Whitford 1960). Concurrenilygreased velocity results in
elevated form drag and skin friction causing sdélorner and Welch 1981). These

competing processes would suggest the existenae optimal flow velocity for
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periphyton growth. However, this concept is greatiynplicated by tremendous variation
in periphyton communities, including taxonomic caspon and developmental stage,
and environmental variables including water velgaiutrient concentrations, light, and
substrate.

A large number of studies have investigated theticgiship between flow and
periphyton communities. Stevenson (1983) repottatiimmigration rates were
increased by six-fold when flow velocity was eledtMcintire (1966) reported that an
accumulation of biomass was more rapid for fastenus but similar biomass was
observed by the end of the experiments. HorneMVdealth (1981) found that the erosive
effects of current would retard periphyton accurtiafaunless nutrient availability was
high enough to be influenced by turbulent diffusibitkora et al. (1998) developed a
conceptual model of the interaction between petimingnd flow. The authors described
three regions of periphyton-flow interaction: buogg dominant, drag dominant, or both
forces important. The model was tested with lalmoyagxperiments. These results
support the concept of offsetting mechanisms betwesaeased diffusion and scour from
increased velocity.

The complex relationships between the flow field aquatic organisms can be
better understood by investigating more advanaea fhetrics (Godillot et al. 2001,
Crowder and Diplas 2002). Shear stress is a reSaktar bed velocity gradients and
turbulent velocity fluctuations. Thus, it is an apgriate parameter for investigating the
counteracting processes of near bed diffusion wdihduced scour. Biggs and
Thomsen (1995) investigated the resistance ofrstygiphyton to structural disturbance

by subjecting samples to increasing levels of skass. Results showed that shear
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stress can potentially have widely differing eféeoh periphyton depending on the initial
taxonomic composition of resident communities.
A description of flow field parameters, measurentenhniques, and calculation

procedures can be found in Chapter 2 and Appendix C
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Methods

The experiment involved periphyton colonizatiorcefamic tiles in a stream and
shear stress tests in a laboratory flume. Twodfdtkes were placed in the study stream
representing “developed” and “time-specific’ comnatis. The entire developed tile set
was placed in the stream at the onset of the gdrajet collected incrementally, every two
weeks, throughout the study. The time-specifistiere collected and replaced every
two weeks. The procedure was conducted over a thoegh period for a total of six
sampling events. Following tile collection, the sd@s were exposed to four shear stress
levels in a laboratory flume to evaluate scourrtnlee. Periphyton ash free dry mass
(AFDM) was evaluated for pre- and post-shear steesstsconditions. Periphyton scour

was analyzed as the change in AFDM and percentfa§EDM removed.

Field sample collection

The samples were colonized in a straight reacheBSbuth Fork of Palouse River
in Pullman, Washington. Twelve 6.45¢ square-inch) unglazed ceramic tiles were
placed in a series of custom built periphytometéh& periphytometers were built from
small acrylic rectangles (10cm x 35cm) with a gbdeveled down the center. The tiles
were flush with the top of the periphytometers. peephytometers were fixed to the
streambed with wire pins. Seventy-two tiles weigalty placed in the stream (60
developed and 12 time-specific). After two weeliglve developed and twelve time-

specific tiles were collected from the periphytoenst(Figure 4.1).
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Figure4.1. Periphytometer holding ceramic tilesfollowing river collection

The tiles were stored in plastic containers withewérom the sample site and
transferred to Albrook Hydraulics Laboratory. Twelvew tiles were placed in the time-

specific periphytometer to start colonization follection two weeks later.

Laboratory experiments

The shear stress tests were conduced in a tiltingef, located in Albrook
Hydraulics Laboratory at Washington State Univgrsihe flume is 21m long, 0.89m
wide and 0.21m deep. To resemble the hydraulicacieristics of a natural stream, a 2m
by 0.89m gravel covered fiberboard was attachededlume bottom. A periphytometer
was attached to the downstream side of the fibedo@agure 4.2). The periphytometer
was planed flush with the fiberboard. The flumepsland discharge were adjusted to
produce the desired bed shear stress, estimatagl Eguation 2.11. The local bed shear
stress above the sample tiles was determined bgurieg the velocity antk profiles
with an acoustic Doppler velocimeter (ADV). To Vgriully developed flow conditions,
the velocity profile and bed shear stress wasmaksasured 0.5m upstream from the
sample tiles. Details of the flow measurementshmfound in Appendix E and are
summarized in Table 4.1. The tiles were exposetdddlow for 20 minutes each, as

suggested by Biggs and Thomsen (1995).
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Table4.1. Estimated and measur ed shear stresslevels

Method Shear Stress (N/ff

Slope Estimate, Eq. 2.11 10.1 20.0 30.0 40.]
ADV, above Tiles, Eq. 2.13 12.1 22.1 29.4 43.8
ADV, 0.5m upstream, Eq. 2.13 12.4 21.4 28.1 42.1

Figure4.2. Periphytometer, grave fiberboard, and ADV in thetilting flume

Figure 4.3 contains water surface elevations requin the colonization cross

section to produce the first three shear streseggl10, 20, and 30 NAj bank full

discharge, maximum shear stress, and the 100 Igeak. fThe bank full discharge was

estimated at 47 cms, producing a shear stress Kfr8& The maximum shear stress

achievable in this reach is 39 N¥mesulting from a discharge of 68 cms. Figure E.5

contains shear stress, water surface elevatiorwidih, and flow area as a function of

discharge. These estimates were produced with aRIEE simulation of the

colonization reach.
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Figure4.3. Water surface elevationsin the colonization reach to produce the shear
stresstest levels.

Following each shear stress test, the tiles wer®ved from the periphytometers
and the remaining periphyton was scraped fromitasurface using a razor blade. The
AFDM for each sample was determined using stanatertthods (Hauer and Lamberti,
1998). Mass scour was calculated as the differenA&DM between the sample and
control. Percent scour of AFDM was also calculdigdlividing the mass scour by the

control mass.
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Results
The project hypotheses were tested through a seresalysis of variance
(ANOVA) statistical tests. The significant relatgmps were further investigated through

linear regression analyses. The results from ttesde are discussed below.

Hypothesis 4 (AFDM as a function of time of thegtb season)

A one-way between ANOVA with 6 levels was condudtedrder to test
Hypothesis 4. Independent variables were time\(él$ and control. The dependent
variable was AFDM. The result was significant (%)= 6.60, p<0.001), such that
AFDM increased as time increased. In other word) increased significantly
throughout the growth season. The analysis was$ddhp the time-dependent samples to
eliminate the influence of successional developmEmerefore, all samples were
colonized for two weeks. Periphyton AFDM as a fimrciof time is shown in Figure 4.3.
A linear-regression was used to further evaluata¢hationship. An Rvalue of 0.81 was

found.

Hypothesis 5 (AFDM as a function of succession&ettgpoment)

A one-way within ANOVA with 6 levels was conductedorder to test
Hypothesis 5. Independent variables were age @dgand control (shear stress=0). The
dependent variable was AFDM. The result was sigaift (F(5, 86)= 71.24, p<0.001),
such that AFDM increased as age increased. In atbets, AFDM increased with
periphyton successional development. AFDM is ptb#s a function of colony age in

Figure 4.4. A linear-regression of this relatiopspioduced an Rvalue of 0.83.
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Figure 4.4. Periphyton AFDM versustime of the experimental growth season
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Figure 4.5. Periphyton AFDM ver sus colony age (successional development)
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Hypothesis 6 (periphyton scour as a function ofsiséress)

Two one-way between ANOVA tests with 4 levels wepaeducted in order to test
Hypothesis 6. The independent variable was shessss(4 levels) and dependent
variables were mass scour and percent scour. Baéigdéor both dependent variables
were significant (mass scour F(3, 87)= 12.81, pd®.@ercent scour F(3, 87)= 20.43,
p<0.001), such that both mass scour and perceunt sareased as shear stress increased.
In other words, an increase in shear stress lewedar an increase in periphyton scour.
Mass scour and percent scour are plotted versas stress level in Figure 4.5. The mass

scour and percent scouf Ralues were 0.96 and 0.99 respectively.
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' — Scour - Linear regression
0.008 1| =% Scour - Linear regression |-~~~ """~~~ - 80
~ 0.007 - - 70 o
(%2} >
€ 0.006 - - 60 3
< n
2 0.005 - %Scour = 1.78Shear--{------ - 50 %
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0001 - - 10
0.000 ‘ ‘ ‘ ‘ 0
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Shear Stress (N/m2)

Figure 4.6. Periphyton mass and percent scour versus shear stress (error barsshow

max and min)

Hypothesis 7 (periphyton scour as a function oktwhthe growth season)

Two one-way between ANOVA tests with 6 levels wepaducted in order to test

Hypothesis 7. The independent variable was tinle@ls) and the dependent variables
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were mass scour and percent scour. The resultdss scour was significant (F(5, 87)=
15.76, p<0.001), such that mass scour increasechasncreased. However, there was
no statistical significance in the effect of time mercent scour (F(5, 87)= 0.89, p=0.448).
The results may be explained by increased AFDMutinout the growth season. Mass
scour increased due to increased mass of periphytass scour and percent scour are
plotted versus time in Figure 4.6. A linear-regr@ssvas fitted to the mass scour data to

further investigate the relationship between massisand time. The resulting Ralue

was 0.87.
& Scour
0.010 -+ = 80
0.009 | B % Scour o T_________ T __ L 20

Percent Scour

Scour = 0.0005Time7 L 10

R*=0.87 T
‘ 0

2 4 6 8 10 12
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Figure4.7. Periphyton mass and percent scour versustime of the growth season

Hypothesis 8 (periphyton scour as a function oteasional development)

Two one-way between ANOVA tests with 6 levels wepaducted in order to test
Hypothesis 8. The independent variable was suanessievelopment or age (6 levels)
and the dependent variables were mass scour acehpacour. The results for both mass

scour and percent scour were significant, suchrtizests scour increased as periphyton
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assemblage age increased (F(5, 86)= 5.218, p<Owiitdreas percent scour decreased as
age increased (F(5, 86)= 5.687, p<0.001). The teant consistent with the findings in
Hypothesis 3 and highly relevant to the finding$lypothesis 6. Mass scour increased
because of the increase in AFDM and percent scecnedsed due to increased resistance
to scour. Periphyton mass scour and percent sceynlatted as functions of colony age
in Figure 4.7. Linear-regression functions weredltto both datasets. The regressions

resulted in Rvalues of 0.89 and 0.86 for mass scour and pesoenir, respectively.
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Figure 4.8. Periphyton mass scour and percent scour ver sus age (successional

development)
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Conclusion

The experimental results confirmed that AFDM insegawith time through the
growth season and with successional developmethiegberiphyton colony. Additionally,
periphyton mass scour and percent scour increageificantly with shear stress through
the experimental range. The AFDM results provideght for interpretation of scour
results and the shear stress tests verify the pppteness of the selected shear stress
levels. Further the high?Ralues indicate that these processes are desarisleds
linear relationships.

The periphyton mass scour increased with time @ggtiowth season, but the
percent scour did not change significantly. Thiggasts that periphyton resistance to
shear stress is not a function of time of the ghosdason. The increase in mass scour can
be explained through the increase in AFDM throughdrowth season.

The mass periphyton scour increased with successi@velopment. However,
percent scour decreased with successional develdpiiteese results suggest that
periphyton resistance to shear stress scour iresaegish successional development. The
increase in mass scour is explained by the increa&EDM with colony development.

These results have increased our knowledge ofitpbadts of disturbance on
stream ecosystems and improved our ability to restvseam processes and functions.
The significance can be demonstrated through thenple of reservoir release schedules.
In river systems in which excess periphyton is isamce, reservoir discharge can be
scheduled to manage the colonies. Although great@phyton mass can be removed

later in the growth season, advanced periphytoongotievelopment will increase
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resistance to disturbance. The best results wailachieved through frequent flushing
flows that prevent advanced successional developmen

On the other hand, preservation of periphyton de®rs desired for energy
limited streams. For such systems, it is desirtbjgomote successional development of
the periphyton colonies and avoid late season ithgsthows. A natural flow regime with
a spring flush and low summer flows would be déd&a

Although this research provides insight to theuafice of temporal variables on
periphyton response to shear stress scour, sdweitaltions exist. First, the colonized
slides were all collected from a single streamatat-uture research should be
conducted in multiple streams with tiles colonize@ range of hydraulic conditions.
Second, this research was conducted over a thrathrtime period. Observations over a
complete year or multiple years would provide inya information. Finally, biological
analyses were limited to AFDM. Future experimeiisudd investigate more advanced

biological variables such as chlorophyll conceirat and taxonomic structure.
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Chapter 5: Summary

Hydropower development, channelization, water walagls, land use changes,
and other anthropogenic activities have causeds@&anage to aquatic ecosystems. To
restore ecosystem processes and functions, weaduahce our knowledge of these
systems. This requires a better understanding ydipdl flow features and the influence
of these features on aquatic organisms. The gdai®fesearch was to improve
descriptions of natural stream flow fields anditifeience of flow on periphyton
assemblages. This goal was met through a combmatibeld observations and

laboratory experiments. Project objectives andlteswe summarized below.

Natural Stream Flow Field M easurements

Improving descriptions of natural stream flow figlid a critical step in restoring
aquatic ecosystems. However, knowledge of vel@oity turbulence distributions in
natural streams is limited to laboratory derivegeioal equations. Further, these
equations have not been validated in natural ssedime objective of this research was a)
to evaluate the adequacy of existing empiricalti@ighips for describing natural stream
flow fields and b) to investigate spatial distrilouis of flow variables. This objective was
accomplished by conduction ADV measurements indalable-bed streams. The
measured data was compared with empirical predistising statistical techniques. The
results showed that velocity distributions werecaggely predicted with the log-law for
all stream units and transverse locations. ThalfifReynolds shear stress distribution
adequately predicted observed values. However,rarabiurbulence intensity, turbulent

kinetic energy, and integral length scale equatinadequately described measured
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values. A high level of spatial heterogeneity whsesved between stream units (riffles,
pools, and runs) but not between different depths.

These results have important implications for thdarstanding of flow fields
because they contradict existing concepts of opanrmel turbulence. This study found
that turbulence generation at the bed with diffngmthe surface was not the dominant
mechanism. This can be explained through substantiailence generation associated
with stream banks, bed-forms, vegetation, obswuastichannel curvature, and other
channel features. This finding suggests that @hfft approach must be used in the
prediction of natural stream turbulence. A turbtikinetic energy budget approach,
which accounts for turbulence generation from thenoel features, is recommended to
improve estimates of turbulence distributions.

This study also provides the first comprehensivangjfiable description of flow
characteristics for stream units (riffles, rungg @ools). This information will improve
communication between biologists, engineers, gestmgand other professionals
working in the riverine environment. Further, tregalgathered through this study will
improve parameterization of stream numerical models

This research was limited to two sample reachesh&y measurements were
taken at a fairly course spatial resolution. Futmoek should investigate additional
reaches with a wider range of hydraulic and geamelraracteristics. An array of ADVs
would provide greater data resolution. Instrumeivaacements, such as the use of

ADCPs may also improve the quality and resolutibmeasurements.
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ADCP M easurements

The flow field observations described above denratesthe limitations to point
measurement techniques. ADCPs provide a promisiemative to traditional point-
velocity measurements. However, these instrumeats hot been thoroughly tested
against accepted measurement techniques in nattegams. The objective of this
research was to evaluate the adequacy of ADCP &sune velocity, turbulence, and
shear stress distributions in cobble bed riverss Was accomplished by comparing
ADCP and ADV measurements at nine coincident statio two rivers. Results showed
that the ADCP accurately measured velocity mageituat under-evaluated the
streamwise velocity component. ADCP measured vigipeofiles closely resembled
theoretical logarithmic distributions. Investigatiof turbulence parameters revealed the
inadequacy of ADCP turbulence measurements iretiwngonment. Analysis of turbulent
scales and spectral densities showed that ADCPIsgriequency was too low and the
sampling region too large to adequately captuteutence structure. Comparison of
shear stress results showed that ADCP values defiom velocity magnitudes, using
the log-law, adequately estimated ADV results.

These results support the use of ADCP instrumentsgasure velocity
magnitude and shear stress. This will greatly improur ability to measure natural
stream flow fields for numerical model calibratidrabitat assessments, and other
investigations. This has broad implications coesidy the use of thousands of ADCPs
by the USGS and other agencies. However, the sasdlicate that ADCP turbulence

measurements should not be used in this environment
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This research was limited to measurements at nati®iss in two rivers. This
study should be expanded to a wider range of flomdiions. Further, for consistency all
measurements were conducted with the standardimstit configuration. Future work
should investigate the influence of configurati@miables on instrument performance.
For example, bin size, water mode, blanking distanod pings per ensemble should be

tested and optimized.

Periphyton Disturbance

Disturbance is known to be a dominant variabler@ssn ecology. Periphyton
community structure is highly dependent on distndearegime. The objective of this
research was to investigate temporal variationgeniphyton resistance to shear stress
scour. This was accomplished by colonizing cerdit@s in a natural stream for various
time periods. The tiles were periodically collectad! subjected to increasing levels of
shear stress in a laboratory flume. The tiles wleea analyzed to determine the level of
periphyton scour. Results confirmed that AFDM iased with time through the growth
season and with successional development of thehyton colony. Additionally,
periphyton mass scour and percent scour increagediGantly with shear stress through
the experimental range. The periphyton mass socaveased with time of the growth
season, but the percent scour did not change signify. The mass periphyton scour
increased with successional development. Howewecent scour decreased with
successional development. These results suggegtahphyton resistance to shear stress
scour increases with successional development.

These results increased our knowledge of the ilmpHdisturbance on stream

ecosystems and improved our ability to restoreastrprocesses and functions. This
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knowledge can be used to improve reservoir releassggement, stream restoration
efforts, and evaluation of instream flow. For exéampesults indicate that frequent
flushing flows should be applied to control nuisaiperiphyton while a spring flush

which emulates natural conditions should be usgutdtect essential assemblages.
Proposed Future Research

Flow Field Descriptions

To further the investigation of turbulence in natstreams, development of a
conceptual TKE budget is proposed. Such a modeldaaecount for TKE sources,

diffusion and dissipation. The TKE transport eqoiativould be used as the basis for this

approach.
D(TKE) —_— I I I u,u, I I I I
=-|up U —— _puiujui,j+ﬂ(uiui,j) T HU U (Equation 5.1)
Dt 2 | Termll ramy L TemIv

Terml

Term | represents diffusion of TKE, Term Il is TKEoduction, Term Il is the work
done against TKE by viscous effects (usually negbc and Term IV is TKE dissipation.

Generation of TKE is associated with areas of Isighin rate, typically near the
bed, banks, and obstructions. The conceptual nwolgld quantify the contribution of
TKE from these sources, such as TKE productiorspeare unit of bed. The bed TKE
production would be a function of flow Reynolds d@&rdude numbers, particle Reynolds
number, and turbulence Reynolds number. The ddfuand dissipation would also be
functions of the Reynolds and Froude numbers. Bgbéishing general predictions of
these terms as functions of environmental varialbhesbudget can be applied to estimate

TKE distributions throughout the reach.
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To develop such a model, an intensive flow measantérand modeling exercise
is proposed. This would involve combined ADV and @ sampling in several river
reaches with diverse characteristics. A series@Y#A should be used to investigate TKE
distributions near boundaries, including the beahks, and obstructions. The ADV array
should also be used to quantify TKE diffusion arssigpation. An ADCP should be used
to thoroughly map the flow field. Moving-vessel maeements should be conducted to
map velocity distributions. Stationary-vessel measients of velocity profiles and bed
shear stress should also be completed. ADCP meamasnts could also be used to
supplement survey data of stream geometry.

Although a great deal of information could be gdifrem the measuring routine
described above, a numerical model will allow fateper investigation into flow
features and extrapolation to a wider range of ftorditions. The most appropriate
modeling technique should be selected based otabiaresources and latest technology.
Direct numerical simulation (DNS) is not yet fedsifior complex flow fields, and large
eddy simulation (LES) models have not been ap@tddgh Reynolds numbers and are
likely not yet feasible for natural streams. A Relgls stress model or&model are
probably more likely alternatives. These approacitesot directly model TKE transport
and would provide much less insight than DNS or LEPossible compromise could be
the sub-depth scale approach proposed by Nadaok#agi (1998), which separates the
energy cascade into multiple ranges.

This intensive measuring and modeling approachldimiapplied to several
reaches, with increasing levels of hydraulic comipje A test case could be developed in

a laboratory flume and then expanded to naturehsis. Further, the intensive sampling
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reaches could be completed in cooperation witholgichl experiments to investigate

linkages between the flow field and ecological gsses.

ADCP Experiments

The current research validates the use of ADCPcitgland shear stress
measurements. To utilize the thousands of ADCP=uwtly in use by the USGS and
other agencies, it is proposed to expand on th& iwpCrowder and Diplas (2002) and
Shields (2003) by developing habitat suitabilitgizes based on ADCP data. Such
functions could improve traditional point metricsed in models such as PHABSIM, by
incorporating spatial flow features known to be artpnt for habitat.

This research should be completed through combAix@P flow measurements
and biological observations. Fish utilization cobimonitored with traditional
techniques, such as snorkeling, or with advanogthtdogy, such as acoustic cameras.
Previously proposed metrics (Crowder and Diplas22@bould be tested in addition to
the development of new parameters.

The knowledge gained through this approach couldsieel to improve existing
habitat evaluation techniques, such as PHABSIMo @evelop more advanced methods
based on 2D or 3D models. This work could be cotetlinn concert with the intensive

flow field investigation described above.

Periphyton Investigations

The goal of future work in this area is to devedopredictive model to evaluate
the effects of water management and restoratiamtefbn periphyton assemblages. This

work should expand on this study and also invesgigastream periphyton colonies. The
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current work should be extended by colonizing titea wider range of streams and by
conducting experiments for a much longer periotiné.

In-stream experiments should include long-termtiocous monitoring of
periphyton assemblages, flow characteristics, antt@nmental variables including light,
temperature, and nutrient concentrations. Thesereésons should be completed in a
wide range of background conditions. Due to higitigpand temporal variability in
periphyton assemblages and the large number ofe@maental variables, it will likely
require a very large number of samples to develpgedictive model.

The end result of this work will be a numerical rabthat allows engineers to
predict the influence of management and desigrsiet on periphyton assemblages.
For example, reservoir release schedules coulthihdated to optimize ecological

impacts. This model would also allow for optimipatiof stream restoration designs.

Conclusion

This research has improved understanding of nastnedm flow fields, advanced
flow field measurement techniques, and improvediatadge of the impacts of
disturbance on periphyton assemblages. Resultsfhadamental and applied
implications for advancing understanding, managena restoration of streams and

rivers.
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Appendix A: Open Channel Turbulence
Turbulent transport of momentum, heat, and masdsrduas the flow field of

natural streams. Turbulence influences nearly@dhochannel properties and processes
including velocity and shear stress distributia@msrgy loss, sediment transport,
contaminant mixing, and aquatic habitat. Turbulemeasurements in water flows began
in the 1970s with the advent of hot-film anemometard flow visualization techniques.
Subsequently, numerous open channel turbulencealtiems have been completed.
However, most investigations have been completéabioratory flumes or in uniform
artificial channels. This appendix will introduagtulence concepts and review previous
research on this topic.

The following definition of turbulence will be uséar this report:

“The small-scale flow variations correlated wittckeather in space and time
superimposed on the main large-scale flow.”

Small-scale is defined as less than physical cams$r(i.e. flow depth and
channel width). Turbulent flow contains fluid palés with ordered motion which
experience a life cycle including birth, developmeamteractions, and breakdown. These
fluid particles, often referred to as eddies, aeated in regions of shear and decompose
into smaller parcels in a process known as theggrneascade. Eventually the coherent
structures decompose to the Kolmogoroff scale athwpoint they dissipate due to
viscosity. Hence, eddy scales are constrainedrbgrst geometry (large scale) and

viscosity (small scale).
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Basic Equations

In order to understand the concepts of open chdarallence, it is necessary to
examine the basic equations of motion. The Navieké&® equations for open channel
flow can be represented as (White 1991):

ou

pa_ti+pui,juj =pPg —P; YUY (Equation A.1a)
a_'0+(uilo)i =0
x | (Equation A.1Db)

where i=X, y, and z,;us the instantaneous velocity in the streamwisasiverse, and
vertical directionsp andu are the fluid density and viscosity respectivelys the
mechanical pressure, and g is the gravitationzdlacation.

In order to apply the Navier-Stokes equations mreering flows, A.J. Reynolds
introduced the concept of time-averaged flows. Ré&sdecomposed the velocity into
three elements (Reynolds 1974):

u=u -0 (Equation A.2)
whereu;, u,, andt denote the fluctuating, instantaneous, and tineeaged velocities,
respectively. Reynolds used this concept to timeraye the Navier-Stokes equations as

follows:

6U, __ — _ T .
pE”’Ui,j U =p9 -p, +UU —p(uiuj),j (Equation A.3a)
E =0 (Equation A.3b)

where the termw(?u’j) ,; are referred to as the Reynolds shear stressefR@ynolds

shear stresses arise from momentum exchange thtodmghent kinetic energy. The
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result is a new apparent stress analogous to vigdng attributed to the flow rather than
the fluid. Equations A.3a and A.3b are referredddhe Reynolds Averaged Navier-
Stokes (RANS) equations.

Turbulent flow can be further described using tbeocept of the kinetic energy
associated with the turbulence. It is possibleefing the turbulent kinetic energy (TKE)

as.

TKE = % (Equation A.4)

A fundamental equation for k can be derived usiregNavier-Stokes equations.

The resulting turbulent kinetic energy equation is:

D(-I[-)}:E) — _(W_'_ ,OU] u|_2u|j —,OUi'U; U, +/J(Ui'Ui',,-) .—,uui"jui"j (Equation A.5)
N

Termll Term Nl TermIV

Terml
Term | represents diffusion of TKE, Term Il is TKEoduction from velocity gradients,
Term lll is the work done against TKE by viscouteefs (usually neglected), and Term
IV is TKE dissipation. The TKE equation can be usednprove experimental design
and data analysis.

Nikora et al. (2001) separated the flow field ifit@ conceptual layers as
described below and illustrated in Figure A.1. Enkyers improve our ability to
describe and communicate flow field characteristics

Outer layer: The viscous effects and form indudexlels are negligible and the
spatially averaged equations are identical toithe-averaged equations. The velocity
distribution in this layer is described by the \atp defect law. The outer only exists

under relatively low relative roughness and intthig 10 to 20% of the water column.
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Logarithmic layer: The viscous effects and formtioed fluxes are negligible the
distribution of in this layer follows the logarithaformula. A condition for the existence

of this layer is H >>gh.The logarithmic layer occupies the flow regiongd z/H < 0.7H.

z

Water surface

Outer layer

Rougl
A(z) ough permeable bed

Figure A.1. Flow subdivisionsfor a gravel bed stream (Nikora et al., 2001)

Form-induced layer: The flow is influenced by indival roughness. The form-
induced layer occupies the region just above thghness crests.

Interfacial layer: This layer is also influencedihgividual roughness elements
and occupies the flow region between roughnessscaesl troughs.

Subsurface layer: The flow in this layer occupieseg between granular particles

and is driven by the gravity force and momentumdhkifrom the above layers.

Velocity Profiles

The description of open-channel velocity profiles separated into inner and
outer regions. The inner, or wall, region (y/h<@ah be further subdivided into viscous
and fully-turbulent sublayers. The viscous sublagelominated by viscous forces and

the velocity profile is linear (Klebanoff 1954).

(Equation A.6)



whereU is the time-averaged velocity as a function ofatise from the boundary, s
the kinematic viscosity, and u* is the shear veaiocihe viscous sublayer does not exist
for hydraulically rough boundaries, such as grded-rivers, because roughness
elements protrude through the layer. Interstit@ifis often assumed to demonstrate
viscous behavior (Nikora et al. 2004).

The fully-turbulent sublayer is described with gdathmic profile and is

commonly referred to as the “law of the wall”(Préri®32; von Karman 1930):

u_ lm (Ej +B, (Equation A.7)
u K« v

wherek is the von Karmen’s constant (assumed as 0.4314) @nd B is an integration
constant (approximately 5.6).

For hydraulically rough flows, the influence of ghness elements exceeds that
of viscosity and the logarithmic profile is moddi¢o account for grain roughness

(Nikuradse 1933):

Xk

u z .
— In| — |+ Equation A.8
n (kJ B (Eq )

where k is the roughness length angiB an integration constant (usually assumed 8.5).
As the bed becomes increasingly rough, the locatfdhe bed origin is not clearly
defined. The rough boundary logarithmic profile e@nmodified to account for the

reference shift (Rotta 1962):

il 21In ( z+Azj +B, (Equation A.9)
u K

wherelz is the zero-plane displacement height. Equattorighrough A.9 apply to the

logarithmic layer shown in Figure A.1.
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In the outer region of turbulent boundary layensg, ¥elocity profile is described
by the velocity-defect law (Clauser 1956):
u

muk—U :%In (;j +B, (Equation A.10)

whered is the distance to the maximum velocity and$Ban integration constant (equal
to 8.5 for hydraulically rough boundaries). Col€®les 1956) extended the “law of the
wall” to describe the outer region by introducingeanpirical function known as the “law

of the wake”:

. (Ej +B, +D25in2 (Ej (Equation A.11)
K vV K 20

wherell is the wake factor, a function of channel unifdgmZippe and Graf (Zippe and
Graf 1983) demonstrated that the “law of the wat®ild be applied to rough boundaries

as follows:

012,50 a7 -
E_Kln{ksj Bl+/(28m2(25j (Equation A.12)

If the “law of the wake” is written for the boungaand then subtracted from

itself, a velocity-defect distribution can be weittas (Kirkgoz 1989):

U, ~U _1 n(Ej+ |31+E2co§ (Ej (Equation A.13)
U kK \O0 K 20

As can be seen from the descriptions above, thiEakvelocity profile takes on
many forms depending on the water column locatiedl, roughness, and flow conditions.
Each equation has multiple parameters which afeuwlifto determine. This makes the
application of these formulas to experimental dataplex. Techniques for applying

these equations are discussed below.
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The viscous sublayer velocity profile can be déstt completely by determining
the shear velocity with Equation A.6. However, tlagion is difficult to measure and
does not exist for hydraulically rough flow. Intatial flow is often assumed to exhibit
linear behavior like that of the viscous sublayer.

The “law of the wall” can be applied to smooth vdly determining the shear
velocity with Equation A.6 and then using regresgechniques to solve for parameters
within Equation A.7. Often, the von Karmen constarassumed equal to 0.40 or 0.41
and measured data is used to find the integrabostant. If the von Karmen constant is
not assumed in advance, a least-squared methpglisdto simultaneously find and B.

The application of the “law of the wall” to hyddaally rough surfaces is less
direct because as many as five parameters are wnkfud, ks,Az, kK, and B). This
problem is simplified by assuming values koand B1 from previous controlled
experiments. For an immobile bed¢can be assumed to take a value of 0.40 to 0.41 and
B; can be set equal to 8.5 (Kirkgoz 1989). This E#lves three unknown variables. The
assumptions used to determine the remaining paeasngepend on experimental
conditions and objectives. Below are four examplafie methods used to apply the
“law of the wall” to hydraulically rough open chagis.

Method 1 (Papanicolaou and Hilldale 2002)
> Assume the displacement length is equal to zero
> Approximate ks from grain roughness (for examp!f) dr 0.1d84)
» Find the shear velocity using a regression tecleiqu

Method 2 (Kirkgoz 1989)

> Assume the interstitial flow shows laminar charasties
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» Extend the velocity profile below the lowest reaginu

» Usellu and(iz to find the shear velocity in the interstitiartlinar) region

> Use the logarithmic portion to find the roughneasameter, ks
Method 3 (Nikora and Goring 2000)

> In the fully-turbulent region, assure is zero and is 0.40

> Solve for the shear velocity and roughness lengihguthe least-squares method
Method 4 (Nikora and Goring 1999)

» Obtain the shear velocity using the Reynolds skeass distribution
> Solve for ks and\z simultaneously using the least-squares method
Several other methods have also been employed agimfginations of those
described above. A combination of Methods 1 and i@wseed for this reportgk, and
B were assumed equal to thg,@d.41, and 8.5 respectively. u* ahd were determined

simultaneously using a least-squares method.

Turbulence Properties

Time averaging the Navier-Stokes equations to predine RANS equations

resulted in the fluctuating velocity produats| which represent the Reynolds shear

stresses when multiplied by the fluid density. Ehsestistical properties are called

correlation functions. A correlation function caa deefined between any two fluctuating
variables and the case gfu; is often called the covariance. The covarian@alisulated

as follows:

Uy = tl [ :"“a U (%, U (%), t)dt (Equation A.14)
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where x is the coordinate of the sampling point, t istihee at which the two

measurements are made, and the averaging period.
The magnitude ofju; depends on the intensities of u’, v', and w' ahel degree

of interdependence of the two fluctuations. Thlatrenship is called the correlation

coefficient calculated as:

R=— Equation A.15
TIiTIj (Eq )

where R is a dimensionless correlation coefficard Tl, is the turbulence intensity. Tl

is the root mean square of the velocity fluctuatiaralculated as:

(Equation A.16)

—L (Equation A.17)

In addition to the covariance, several other catre@h functions can be described
including autocorrelations and spatial correlatigistocorrelations are the correlations

that a signal has with itself at times separatethbytag intervalt :
TN T e AN 1 t,tt, , , A
u )y (t+At) = t_jto u; (X, t)u; (x,,t +At)dt (Equation A.18)

The autocorrelation function is then calculatedodiisws:

u (t)u; (t +At)

R = T2

(Equation A.19)

Spatial correlations involve two signals separégd distance r at the same time.

Spatial correlations can be calculated with a sinformula:
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1+t

] ] — 1
HOG)U 06 +1) = )

U (x,, U (x, +r,t)dt (Equation A.20)

0

The spatial correlation coefficient is denoted as:

(XU, (%, 1)

R(r) = (Equation A.21)

0,0,
However, measurement of spatial correlations, @agrly at important small scales, is

very difficult due to instrument limitations.

Time Scales
Time scales can be defined using autocorrelatiovesu The average persistence

of turbulent activity at a point is the integrah® scale calculated as:
R=0 .
T= jo R(t) at (Equation A.22)

where T is the integral time scale.

The micro time scale is defined to characterizestmall turbulence scales. The
micro time scale is determined by describing thegstof the autocorrelation function
with At near zero. The micro time scale is calculated as:

%

t. = ~__ (Equation A.23)

) (az%tz) (au"aj

where t is the micro time scale. Calculation gfréquires a sampling frequency of at

rms

least twice the highest turbulence frequency ¢éast twice the highest turbulence
frequency in order to adequately describe the shfiee autocorrelation function with

At near zero.
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Length Scales

Length scales can be used to measure the averaig@ sptent or coherence of

the fluctuations. The integral length scale is miedi as:
L= J': R(r) dr (Equation A.24)

The micro length scale in the streamwise diredisotalculated as:

%

u'?
| == —— (Equation A.25)

(o)
ox?

It is difficult to directly measure length scaleschuse it requires the deployment
of multiple interfaced instruments in very closexmity. An alternative method for
calculating length scales involves the use of Tiaylloypothesis of frozen turbulence.
Taylor argued that the sequence of events at d fie@nt is nearly equivalent to the
movement of an unchanging pattern of turbulencé @asint. Using Taylor’s hypothesis,

we can calculate integral length scale as:
L=0 j: R(t) dt (Equation A.26)

The micro length scale can be calculated as:

| = UL (Equation A.27)

ou;
ot) _
Application of Taylor's hypothesis requires that tiarbulence intensity is small

compared to the convective velocity. Experimemntaestigations have shown the

hypothesis validity as long &8, /U <0.1and the measurement is in the outer 90 to 95%
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of the boundary layer. Additionally, in open chalsrtee Taylor Hypothesis has only
been validated for relative depths greater than gBRteinman 1997).

Additional turbulence parameters are determinenhfinigher order statistics,
including skewness and kurtosis calculated asviaio

Skewness (third-order moment)

S= iTI - (Equation A.28)
Kurtosis (forth-order moment)
(u -1) :
T =T (Equation A.29)

Previous Resear ch

Open-channel flow measurements have advanced fream welocity profiles in
the 1930s and 1940s to the instantaneous threeadiamal laser sheet measurements of
today. The first investigations of velocity fluations in open-channels were conducted
with hydrogen bubbles and hot-film anemometersién960s and 1970s (Nezu and
Nakagawa 1993). The first measurement of the tbneensional turbulence intensities
in an open channel was by Nakagawa et al. (191B)hé&r flume experiments by Nezu
(1977a; 1977b) and others (Li et al. 1980; Grifaitd Grinwood 1981) led to the
development of the aforementioned empirical distrdns (Eq. 2.9 through 2.15)

The bulk of our knowledge about open-channel flehds has been developed
through flume experiments with laser Doppler vetoeiers (LDV) and more recently
acoustic Doppler velocimeters (ADV). These experitadave been used to test and

refine physical turbulence descriptions over a eanfgconditions.
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The empirical turbulence equations were testeddaoditions of static and mobile
beds by Song et al. (1994). Using an ADV, the netesas described mean and
turbulence parameters and found a good fit betwleeempirical equations and
measured data for the velocity and turbulence sitgprofiles. Kumar et al. (1998)
investigated turbulence in a laboratory flume ugagdicle image velocimetry (PI1V). The
researchers studied surface features such as upygellowndrafts, and spiral eddies.
They found that eddies often merge if rotatingh@ same direction or form pairs if
rotating in the opposite direction. Kadota and NEA99) furthered the investigation of
coherent structures by investigating the three-dstaal structure of vortices behind a
dune crest using and two LDVs and dye visualizafidre researchers proposed a refined
physical model of coherent vortices in open-chasmrfeecently, Nikora et al. (2004)
suggested the use of the double-averaged NavigeStxuations for the description of
turbulent flow fields over rough-bed open-channé&lse researchers used flume
measurements with an ADV to test various modelgate-averaged velocity
distributions within the roughness layer. Resutigveed that a linear distribution,
analogous to the viscous sublayer, was most apptepr

The influence of hydraulic features, including che@lrroughness, transitions,
bends, bed motion, vegetation, and suspended Ipartiave all been investigated
through carefully controlled flume experiments. @ha roughness has been shown to
increase Tl and TKE (Raupach 1981). Lopez and @41€99) suggested a universal
value for the normalized vertical flux of TKE. Thaged ADV measurements over
hydraulically smooth, transitional, and rough bexmvestigate a theoretical TKE

budget. They found good agreement with the sugdestsrersal expression. Chen and
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Chiew (2003) observed the response of velocitytartwllence profiles to sudden
changes in bed roughness using two ADVs and a LIé.researchers verified the
increase in Tl with an increase in bed roughnessvay¥er, they reported a slow response
in turbulence parameters to a sudden change indugghness. They also found that a
change in bed roughness disrupts the linear digioib of Reynolds shear stresses.

Song and Chiew (2001) conducted turbulence measmsmm a non-uniform
flume using an ADV. They investigated the use pfessure gradient parameter, related
to channel expansions and contractions, to deseeloeity distributions in non-uniform
channels. They found that the log-law was validaoecelerating and decelerating flows if
the pressure gradient term was incorporated. Ttioesialso reported a decrease in Tl
and Reynolds stresses for accelerating flows andaiease for decelerating flows.

The influences of channel bends were investigayeBlanckaert and Graf (2001).
Using a custom-built acoustic Doppler velocity [esf(ADVP), the researchers
investigated velocity and turbulence distributiamshe outer-half of a 120 degree bend
with a radius of 2 meters. They observed the p@sehtwo circulation cells in the
channel. The outer half of the bend experiencecaédel velocities and retarded
turbulence distributions. A stronger transversadrm turbulence parameters was also
observed. The results demonstrated the inadequabg empirical velocity and
turbulence distributions, as a function of relatikpth, for this flow condition.

The influence of bed motion was investigated bydseinal (1994) in a laboratory
flume and Nikora and Goring (2000) in a trapezoidaation canal. Song et al. (1994)
reported only a week influence of bed motion oroey and turbulence distributions.

However, Nikora and Goring (2000) found that bediaroinfluenced the von Karman
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constant of the log-law along with Tl and TKE distitions. They suggested modified
equations for Tl and TKE vertical distributions.

Nezu and Onitsuka (2001) investigated the influesfogegetation on turbulence
parameters using LDV and PIV measurements of a filel with artificial vegetation in
a laboratory flume. They found that vegetation eausecondary currents and an increase
in TKE. The researchers reported that the secormargnts were created by the
anisotropy of turbulence as investigated with tbaigity equation.

Turbulence characteristics in particle-laden flowese investigated using a laser
light sheet in a laboratory flume by Nezu and Azy&204). The researchers found that
fluid-sweep events contributed more to the motibpasticles than fluid-ejections.
Further, they found that sweeps also transport mmam@entum to the fluid, leading to an
increase in TI.

Recently, instrument advances have allowed resegsrth observe turbulence
features in natural rivers. Nikora and Smart (19%fhpleted turbulence
characterizations of three New Zealand gravel-basts with fast response electronic
pitot tubes. Although only streamwise velocity caments could be measured, the
authors completed a thorough evaluation of velodity TKE, and structure functions.
Validation of the empirical relationships was nosgible as the measurements were
conducted from bridge crossings. Sukhodolov €{18198) completed a detailed
investigation of turbulence structure around samaked in a straight low-land river with
an ADV and a micropropeller system. The researdioensd that analytical expressions
for flow field properties were only valid for thewmtral region of the channel. Further,

they reported a clear difference in the empiricabmeters for the observed data. The
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log-law and turbulence equations were only valRldhannel widths from the banks.
Rennie et al. (1999) conducted ADV measuremenasreach of the Salmon River in
British Columbia, Canada. The measurements provitdfiednation about the spatial
variability of turbulence parameters. However, nueasients were only conducted at
20% of the flow depth, preventing a thorough inigegton of the distributions or
comparison with empirical equations. Buffin-Belangeal. (2000) used an array of
electromagnetic current meters to confirm the exis¢ of large-scale flow structures in
the Eaton North River, Quebec, Canada. They repp@rtsomplex organization of large-
scale coherent structures with no preferred segquehevents. Smith (2002) conducted
ADV measurements across a range of fish habitastyide reported no significant
relationship between fish focal points and turbakeoharacteristics. Tritico and
Hotchkiss (2005) completed turbulence observatibmisnd boulders in two cobble-bed
rivers in northern Idaho, USA. The researchers doelevated Tl and TKE and reduced
integral time scales in the wake of the obstrugtidrhe turbulence parameters did not
appear to be a function of obstruction geometry.

Efforts to model stream flow fields has advancexnély with increasing
computational ability and data availability. Nadaand Yagi (1998) proposed an
improved computational fluid dynamics (CFD) methiodopen channel flows that
separates subdepth-scale turbulent processes trorohtal large-scale processes. They
applied the proposed technique to a laboratorydlwith a rough bottom and artificial
vegetation. They reported that the horizontal lasggles dominated the horizontal
mixing. Crowder and Diplas (2000a; 200b; 2002) ps®ul the use of a two-dimensional,

depth-averaged hydrodynamic model to describe alaturer flow fields and evaluate
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habitat quality. The researchers successfully adghe model to a river reach with and
without boulders and demonstrated its ability taleate trout habitat.

Although a wide range of velocity and turbulenceasurements have
been completed, most of the studies described alexe conducted in laboratory flumes
or in limited field observations. A thorough invigsttion of turbulence distributions at
the reach scale has not been completed. Detailadurements of turbulence
distributions in cobble-bed rivers have not beemdcwted. Also, empirical relationships
for turbulence distributions have only been testea straight low-land river. Further, a
guantifiable evaluation of turbulence across streaits (riffle, pools, and reaches) has
not been completed. This report addresses thesteshmings in previous turbulence

research.
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Appendix B: Periphyton Background I nformation

Introduction

Periphyton assemblages are composed of attachael, &lgcteria, and fungi
growing on the streambed (Barbour et al., 1999 pRgton are primary producers and
form the base of the food web of autochthonousstse As a result, stream productivity
is often dependent on periphyton development. feamss with abundant allochthonous
inputs or high nutrient concentrations, periphytan overwhelm the stream and become
a nuisance (Allen, 1995).

The development of periphyton is dependent on niactprs including nutrient
concentrations, light, current velocity, substrateqd grazing. Current provides
counteracting processes by improving nutrient feansith increased velocity which also
leads to elevated form drag and skin friction. @sstnal development of periphyton is
highly dependent on disturbance regime. Resistendesturbance is not well understood
but it is dependent on taxonomic community struetéiew studies have investigated
relationships between advanced flow metrics (heas stress and velocity gradients) and
periphyton assemblages. This section will desgrileeious research regarding
interactions between the flow field, periphyton eélepment, successional development,

and resistance to disturbance.

Successional development

The temporal sequence of species replacementsgapeoiphyton
communities in streams has been the topic of seve@stigations. Observations of
transitions from structurally simple, horizontatamsblages, characterized by diatoms

and bacteria to more complex vertical communit@ssesting of an understory of
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diatoms and an overstory of stalked diatoms amadi#ntous green and blue-green algae
have been made in both lentic and lotic systems.prbcess might be accelerated under
faster currents. However, the generality of thigussmce for periphyton assemblages is
not yet clear.

One of the first detailed studies on periphytorcegsional development was
completed by Hoagland et al. (1982). The authofimel@ succession as a directional
change or sequence in the relative abundance ofesp@ a community. The research
investigated periphyton collected on glass slidesvo Nebraska reservoirs over a one-
year duration. The three dimensional structurdeferiphyton communities were
studied using a scanning electron microscope. bisereed colonization sequence
involved an organic coating, followed by a variefybacteria, low profile diatoms, and
finally an upper-story of stalked and large rosditgoms. The authors drew an analogy
to higher plant succession including the verticahmunity development from low to
high structures and in the progressive slow-dowthérate of succession. The
periphyton community was heterogeneous and spa#iall temporally dynamic
throughout colonization and development.

Steinman and Mclintire (1986) investigated the e$f@t current velocity and
light energy on the taxonomic and physiognomic attaristics of periphyton
assemblages in laboratory streams. The authorsgl fitnah the initial rate of colonization
was affected by flow velocity while difference ight energy accounted for community
structure by the end of the experiment. They foaifferent successional sequence than
that reported by Hoagland et al. (1983). The re$esis observed large rosette and chain

forming species followed by development of an usti#y with no strong bacterial
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presence. They did not observe the analogy betwerical stratification in lotic
periphyton and higher plant communities. The redesas found that the taxonomic
structure of the periphyton assemblage is appgrdetermined by:

1. Composition of the species pool

2. Dispersal and colonization rates

3. Competitive interactions among the communitystituwents

4. Herbivory

5. Chemical and physical environment

6. Spatial and temporal patterns of disturbance

They concluded that successional trajectoriestaf feriphyton communities are
rarely able to evolve to climax stage without inti@tion. The significance of disturbance
will be explored in the following section.

McCormick and Stevenson (1991) investigated howisgespecific life history
strategies and interspecific interactions contaliotsuch short-term successional
patterns in stream algal assemblages. The resesuabserved algal succession and
production in a third-order stream in Kentucky. ®esshowed the importance of
contrasting life history strategies in determingugcession patterns. The authors found
that autogenic factors are more important thargahac factors for short-term
community development. They also reported thateggras depend on the flow field
environment.

A study completed by Poff et al. (1990) in fourreunt controlled channels
investigated the effect of flow on successionalad@ment. The results showed that

current regime was an important determinant ofgbgttion species composition,
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successional trajectories, and physiognomy. Scgrelectron microscope observations

did not generally support the successional patlestribed by Hoagland et al. (1983).
Results from these studies suggest that the sucnatdevelopment of

periphyton communities are complex and still noll wederstood. Taxonomic structure

is dependent on many variables. Increased velacitglerates colonization but short-

term community development is more closely relatedutogenic factors. The current

research will address the effects of the physicairenment and the spatial and temporal

patterns of disturbance as outlined by SteinmanMeidtire (1986).

Disturbance

Disturbance is widely recognized as a fundamergtdrchinant of community
development in most ecosystems (Poff and Ward, J188$sistance and recovery of
periphyton communities to disturbance are an ingmrtonsideration for stream ecology
(Stevenson, 1990). Hydraulic disturbance by spategbe the major mechanism
controlling differences in periphyton biomass atrdcure (Biggs and Close, 1989).
Successional trajectories of lotic periphyton comines are rarely able to evolve to
climax stage without interruption (Steinman and Mice, 1986). Several studies have
investigated the significance and recovery of geripn as discussed below.

Steinman et al. (1990) investigated the resistafstream ecosystems to minor
disturbances using laboratory experiments. Thearekers reported that the type and
duration of disturbance may be more importantiteash ecosystems than nutrient levels
and species interactions. Field studies compleyeBliggs and Close (1989) showed that
the proportion of periphyton lost in spates of $éammagnitude varies among streams and

is not a linear function of intensity even withivetsame community. This creates
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difficulty in predicting ecosystem depopulationfraneasurements of other variables
such as stream discharge (Biggs and Thomsen, 1995).

Peterson and Stevenson (1992) examined the effedtsturbance timing on
resistance and resilience of algal communitieas &nd slow currents. They reported
that resistance was generally lower in slow curcemimunities. The researchers also
found a temporal dependence to resistance in slokerats but not fast currents; meaning
autogenic factors influence slow currents more flaghcurrents. The authors concluded
disturbance timing, successional state, and hadifita¢t the susceptibility to disturbance
and result in temporal and heterogeneity of petiphgommunities.

Uehlinger et al. (1996) evaluated stream procdéseince on periphyton using a
numerical model. The model incorporated major streeocesses, including spates and
hydrologic variables, in order to evaluate thelatige significance. The researchers
compared model predictions to periphyton data ffoan streams that were sampled bi-
weekly. The best fitting model incorporated biomdspendent growth rates, detachment
rates that were directly proportionally to discleaemd biomass, and catastrophic loss
during bed moving spates. The temporal patterpeophyton development were
described by a series of growth curves periodidaligcated by disturbances.

Biggs et al. (1999) tested the hypothesis thaturesostressed communities would
have lower resistance and resilience to scour thsource replete communities. The
researchers tested the hypothesis using fourcaatitreams exposed to a combination of
light and nutrients. Results showed that scouudisince caused a reduction in growth
rates of the regenerating communities relativééoundisturbed control communities.

Also, disturbance had a longer-term influence @ouece stressed communities.
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An example of the response of periphyton commusitiedisturbances was
reported by the USGS (1997). The USGS investigagegbhyton cell densities before
and after two flood events on Big Darby Creek indOihe researchers found that algal-
cell densities varied seasonally and were greatdrd spring than in the summertime.
Cell densities were lower following flood eventaatrly every sampling location.
Results showed that reduction in cell densitiegedrfrom 0 to 76%. This variation
demonstrates the significance of improving our usi@ading of periphyton disturbance.

Resistance of periphyton to disturbance is majartrarism controlling
differences in biomass and structure. Disturbaespanse is related to a number of
variables including type and duration of the evénting, and resource stress. The
diverse range of disturbance responses betweemsrand events underscores the need

for additional research on this topic.

I nfluence of Flow

The influence of flow on periphyton communities ¢endescribed through two
counteracting processes. A rise in velocity producsteeper velocity gradient and
increased turbulent fluctuations resulting in geeabaterial exchange of nutrients to the
periphyton community. Concurrently, increased viéyoesults in elevated form drag
and skin friction causing sloughing. This simpl@oept is greatly complicated by
tremendous variation in periphyton communitiesudahg taxonomic composition and
developmental stage. A large number of studies hraxgstigated relationships between
velocity and periphyton communities as summarizeldvo.

Whitford (1960) was one of the first researchersettbgnize that in quiet water, a

film deficient in vital materials forms near theestimbed. Whitford suggested that current
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affects algae growth due to the action of sweepingy material, producing a steep
diffusion gradient, and increasing material exclearndging field observations and
laboratory experiments, he demonstrated that mpegias grow best in high currents but
only after current exceeds 15 cm/sec. Mcintire @@ scribed characteristics and
responses of two periphyton communities in a laiooysstream with current velocities of
9 and 38 cm/sec. He reported that an accumulafibromass was more rapid for fast
currents but similar biomass was observed by tleoéthe experiments.

Horner and Welch (1981) performed a multiple regj@sanalysis on stream
samples to evaluate periphyton development iniogldb current velocity and nutrient
concentrations. The researchers tested the hypethes the erosive effects of current
would retard periphyton accumulation unless nutréemilability was high enough to
influence the turbulent diffusion of dissolved sian€es so that cell growth would
overcome frictional shear. The researchers fouatidévelopment was inversely
proportional to velocity unless phosphorus conegiuns were high. The results support
the concept of offsetting mechanisms between inggaiffusion and scour from shear
stress.

Stevenson (1983) investigated the influence of omabitats (flow condition and
substrate) on diatom immigration rates. Studieswempleted in two Michigan streams.
Results showed that immigration rates were inctbgesix-fold when currents near the
substrate surface were interrupted and by two3ididn substrates were coated with agar
(representing autogenic changes). The author atttdabthe increased impingement rates

to elevated turbulence and a decrease in the lammifdayer thickness. Results
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demonstrated the interrelatedness of autogenibtifwihe community) and allogenic
(external) variables.

Steinman and Mclintire (1986) investigated the éffe¢ current velocity and
light energy on the successional development af &gal assemblages in relation to the
taxonomic and physiognomic components of commustitycture. The study was
completed using laboratory streams fed with natstrelam water. The researchers
monitored ash free dry weight and successionalldpreent with a scanning electron
microscope. They found that fast currents inhiutial colonization, but once established,
the growth of a periphyton assemblage was enhamgeabid exchanges of nutrients and
dissolved gasses between algal cells and movinrgraist Once cells were attached to the
tile surface, the authors observed eddy formatmmngtream of attached particles which
apparently enhanced community production.

Gosh and Gaur (1998) investigated colonizationeoiphytic algae on glass
slides exposed to four current regimes. They faamthverse relationship between
periphytic accumulation and current velocity. Resshowed a preference for pool
habitat for a majority of the species observed.sEhesults contradicted earlier studies
which reported an increase in periphyton accunmanatiith velocity until a threshold
was passed.

Biggs et al. (1998) studied periphyton spatial fegeneity by comparing several
communities from a gradient of velocities. The aushhypothesized that the
counteracting processes of flow on periphyton ddmengrowth form. The researchers
compared data collected from four rivers and aifi@al stream. They found

mucilaginous community biomass increased with vglpstalked/short filamentous
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communities displayed a unimodal distribution, &ty filamentous algal communities
decreased with velocity. The important results suiga their hypothesis that community
growth form determines periphytal responses toi@padriations in velocity within a
stream.

The effects of velocity on periphyton communities eomplex and depend on a
number of variables including resource availabiihd community composition.
Increased velocity enhances impingement and ddfubut also results in greater
sloughing. Although a number of studies have beenpteted on this topic, differences
in results emphasize the complexity of periphytlonvffield interactions and the need for

improved descriptions and understanding of thesegsses.

Advanced Flow Studies

The complex relationships between the flow field aquatic organisms can be
better understood by investigating more advanaead fhetrics (Crowder and Diplas,
2002). Greater attention to the suitability of assed flow descriptions will markedly
enhance our understanding of physical-biologicabtiog in streams (Hart and Finelli,
1999). Recently, studies have begun investigagtegionships between periphyton
communities and flow field descriptions such a®eiy gradients, shear stress, and
turbulence characteristics. Most of the researebluing advanced flow descriptions has
been completed by Biggs, Nikora and their colleagatehe National Institute of Water
and Atmospheric research (NIWA) in New Zealand. TM\&/A researchers have
completed a range of experiments, both in nataredss and laboratory flumes, to

investigate flow field-periphyton interactions.
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Biggs and Thomsen (1995) investigated the resistahstream periphyton to
structural disturbance by increases in shear sfié&sresearchers used artificial
substrates (glass slides) to collect samples fratural streams. The samples were then
transferred to the laboratory and subjected tcemsing shear stress levels. Results
showed that spates can potentially have widelediffy disturbance effects on
periphyton depending on the initial taxonomic cosipon of resident communities.

Nikora et al. (1997) observed the affects of geripn on turbulence
characteristics in a laboratory flume (diatoms @oacrete bed). The presence of
periphyton influenced longitudinal velocity, Reydslstresses, eddy diffusivity, velocity,
and cross-spectra. Periphyton also affected thghroess sublayer and logarithmic
sublayer. The roughness length was five times grdéat the measurements with
periphyton and the roughness coefficient was 22686 higher.

Nikora et al. (1998a) studied the effects of aguiadoss on near-bed flow
structure. The moss reduced longitudinal veloéyynolds shear stresses, and turbulent
kinetic energy. Turbulence intensity was much highehe presence of the moss. The
internal boundary layer thickness increased wikwvfl

Nikora et al. (1998b) developed a conceptual motithe interaction between
periphyton and flow. The authors described thregeore of periphyton-flow interaction —
buoyancy dominant, drag dominant, or both forcgsartant. The model can be used for
experimental design and interpretation. The re$easdested the model with laboratory
experiments in which it performed well.

Godillot et al. (2001) investigated mutual ‘periptwy-flow’ interactions. The

researchers measured the near-bed region in exgrahflow with increasing
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periphyton growth. It was found that periphytic deristics differ with hydrodynamic
conditions. Additionally, flow properties were mbdd by the periphytic matrix.

Nikora et al. (2002) studied periphyton-flow intefians conducted in a specially
designed outdoor hydraulic flume. The goal waslemtify the potential effects of
periphyton-flow interactions and potential mechargof mass transfer. It was found that
turbulence shifts the bed origin upwardsi{ereased by 16 to 21%). Below the
roughness tops, periphyton suppresses mean velRa{ynolds shear stresses, turbulence
intensity, and the vertical turbulent flux of tutbat energy and Reynolds stress.

These experiments demonstrate the value of usvanaed flow descriptions to
investigate interactions with periphyton. The preseof periphyton on a stream bed
impacts the flow field by shifting the bed origipwards and modifying turbulence
characteristics. The flow features can also be tsedaluate the effects of flow on the
periphyton assemblages including response to sess. Many questions remain to be

addressed on this topic.
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Appendix C: Supplementary information for Chapter 2

ADV data for the St. Maries and Potlatch reachressammarized in Tables C.1
and C.2, respectively. The data has been categdnizeross-section (CS), stream unit,
location, and depth. The table includes data f@ashwise (lJ), transverse (), and
vertical (U,) velocities, streamwise (J] transverse (T), vertical (Tl), and turbulence
intensity magnitude (Tlag, turbulent kinetic energy (TKE), integral time)(@nd Length
(L) scales, normal (§ and cross (§) correlations, Reynolds shear stresg, (
streamwise (§, transverse (B and vertical (9§ skew, and streamwise {Ktransverse
(Ky), and vertical (k) kurtosis.

Figure C.1 contains time series coordinate vefatdtta for the St. Maries reach,
cross-section 1, station 3, and relative depth@t.0By definition, the mean transverse
and vertical velocity components were equal to &idtion appears slightly higher in the
streamwise velocity. Some evidence of cyclic patavas also observed. Figure C.2
contains streamwise velocity time-series for riffler and pool stream units. As
expected, the riffle velocity was generally highastl the pool velocity was lowest.
Additionally, velocity deviation from the mean waighest in the riffle and similar
between the riffle and pool. Cyclic patterns webbsarved at high frequencies in the riffle
and at lower frequencies in the pool. Streamwisecity time series for different
transverse locations are shown in Figure C.3. Aigiotime dependent patterns appear
similar between locations, the center measuremastgenerally the highest and the edge
measurement was generally lowest. Finally, timeeseatata for three depths (1cm, 5cm,
and 0.8h) are shown in figure C.4. As expectedy#hecity magnitude increased with

relative depth. However, variations in velocity teased with depth.
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Skew and kurtosis profiles for all measuremengssaiown in Figures C.5 and C.6,
respectively. As expected, the skew and kurtodisegawere between -1 and 1 for all
measurements. No trends were observed with degthiafions from zero were largest
for the transverse and vertical velocity componenhiés was caused by secondary
currents influences the Gaussian velocity distrdng.

Normal and cross correlation profiles are showfigares C.7 and C.8
respectively. Normal correlations displayed expgttehavior with streamwise
correlations the highest and vertical correlatihreslowest. All correlations decreased as
the water surface was approached. However, the carselation data contradicted
previous open channel measurements. The streamreiBeal cross correlation (Csv) is
assumed to dominate the other correlation termthignstudy, it was found that the
streamwise-transverse cross correlation (Cst) eassegnificant. The mean Cst value
for all data points was higher than the mean C&\bat and 6.7 cAts’, respectively. This
data further supports the study conclusion thasting and bed shear are not the
dominant processes for turbulence production irsthdy reaches.

Correlation coefficients are shown for differetteam units and depths in Figures
C.9 and C.10, respectively. As expected, the powktation coefficient went to zero
much slower than the riffle and pool. Also, théleifand run coefficients behaved
similarly. This is consistent with integral timease values, which are calculated as the
integral of the correlation coefficient with respextime. The correlation functions were
similar with depth. This supports the concept ti@izontal vortices, which are not as
heavily influenced by the bed, were more dominkaahtvertical vortices created by

bursting events.
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Spectral density functions are shown for differgnéam units and depths in
Figures C.11 and C.12, respectively. All data fokd the theoretical -5/3 Kolmogoroff
power law. Spectral distributions were very simbatween stream units and depths.
There seems to be slightly less scatter in the gensity distribution, compared to the
run and riffle. The high density of data pointsm2a Hz demonstrates that the
instrument was not able to measure the highestiémay vortices. Therefore, micro and
Kolmogoroff time and length scales were not calimda

Results of quadrant analyses by stream unit apthdge shown in Figures C.13
and C.14, respectively. For all analyses, the bizle was set to 1. For all cases, the
sweep and injections appeared stronger than thlveaodiand inward interactions. The
burst events appeared to have a lower intensityarpool with similar intensities in the
riffles and runs. The riffle seemed to have strorsyeeeping events than the other units.
As expected, the bursts were weakest near theceui@8h). Although the events had
similar magnitudes at 1 and 3cm, several high sitg®jections and sweeps were
observed at 3cm.

Figures C.15 through C.25 contain spatial distidns of velocity and turbulence

variables. These figures were discussed in Ch8pter
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Table C.1. Summary of flow field data for the St. Maries Reach

CS Unit Loc. z Z/h Us Ut Uv |Umag| TIs Tt Tlv |TImag| TKE T L

1 run__| transition 1.00f 0.02] 13.23] 1.40| -0.10] 1331 7.81| 6.66] 2.95| 5.80] 56.97] 0.17[ 2.24
1 run_[transition| 2.00] 0.04] 20.14| -0.90| -0.28| 20.16] 848] 6.69] 3.64| 6.27] 65.000 0.18] 3.62
1 run_[transition| 5.00) 0.09] 31.55| 0.69] -0.55| 31.56] 9.37] 7.26] 3.94| 6.86] 78.02] 0.33] 10.53
1 run_[transition| 12.59] 0.21f 38.08] 1.82| -0.01] 38.12| 8.77] 6.87] 4,50/ 6.71] 72.12] 0.80| 30.45
1 run [transition| 25.17] 0.41 45.07] 1.52| 0.30| 45.10| 8.27] 6.23] 454 6.35| 63.87] 0.52] 23.40
1 run_[transition| 37.76] 0.61] 48.42| -1.13| 0.05| 48.43| 6.40] 557 4.00f 5.32| 43.96] 0.16] 7.54
1 run_[transition| 50.34] 0.81] 50.12| -3.40| 0.58| 50.24| 6.21] 5.40f 3.51] 5.04| 40.03] 0.32] 16.27
1 run center 1.00f 0.02] 18.27] 0.23] -1.20] 1831 7.85 6.27] 5.03] 6.38] 63.11f] 0.12[ 2.16
1 run center 2.00| 0.04f 22.88| -2.13] -2.37| 23.10] 8.00] 7.17f 431] 6.49] 66.95| 0.29] 6.72
1 run center 5.00) 0.09] 25.01] -0.79] -2.07| 25.10] 10.60] 9.71] 4.77| 8.36|/114.67| 0.10| 2.44
1 run center 12.09] 0.21] 30.87] 0.69] -0.46] 30.88] 9.04| 8.48| 5.84| 7.78] 93.82] 0.15 4.61
1 run center 24.19] 041 41.76] 0.92| 0.97| 41.78| 11.54] 8.13] 6.74| 8.80|122.26] 0.16] 6.62
1 run center 36.28] 0.60f 53.57| 130/ 1.79] 53.62] 8.04] 6.36] 4.31| 6.24] 61.87| 0.45| 24.27
1 run center 48.37| 0.80| 58.61] -0.23| 3.34 58.71] 6.65| 5.75| 3.43| 5.28| 44.54] 0.29] 16.92
1 run__| transition 1.00f 0.01] 6.26] -2.10| -0.33] 6.61| 497 4.73] 2.30| 4.00] 26.17f 0.77f 4.83
1 run_[transition| 2.00) 0.03] 7.94| -1.19| -059| 805| 542] 572 330 4.81] 3648] 0.21] 170
1 run_[transition| 5.00) 0.08 9.53] -1.00f -0.25| 9.59| 7.07] 7.06] 3.87| 6.00] 57.33] 0.18] 1.73
1 run_[transition| 10.00| 0.18] 10.24| -0.48/ 0.41] 10.26] 6.63] 597 4.37| 5.66] 49.38] 0.37] 3.83
1 run_[transition| 21.36] 0.39] 23.61| 1.34| -0.23| 23.65| 8.14] 6.64] 492| 6.57| 67.31] 0.24] 555
1 run_[transition| 32.04] 0.59| 31.16| 1.48| 0.61] 31.20| 7.51] 6.29] 4.37| 6.06] 57.50| 0.22] 6.74
1 run_[transition| 40.30] 0.74] 36.84] 196/ 0.38| 36.89] 7.35] 6.05] 3.97| 5.79] 53.18] 0.43]| 1591
1 run edge 1.00f 0.04] 23.01] -1.69] 0.05| 23.08 5.81 4.54] 1.83] 4.06] 28.90f 0.33] 7.58
1 run edge 2.00| 0.07f 24.47| -1.46| 0.05| 2451| 5.89] 4.63] 219 4.24] 3045| 0.23] 5.62
1 run edge 5.00] 0.15] 29.02| -0.23] 0.25| 29.02| 9.27] 7.21] 2.88| 6.45 73.12] 0.18] 5.33
1 run edge 6.73] 051 38.85| 1.15| -0.40| 38.87| 5.64] 477 272 4.38] 30.98] 0.30] 11.60
1 run edge 13.47] 0.71] 40.68] 2.23] 0.05| 40.74] 5.45| 4.52| 2.70| 4.23] 28.73] 0.24f 9.77
1 run edge 1.00f 0.29] 11.96] 1.42| -0.23] 12.04] 5.20| 4.28] 2.99| 4.16] 27.15 0.12[ 1.46
1 run edge 2.00) 0.32] 15.60f 2.38| -0.56| 15.79] 5.46] 4.46] 3.00 4.31] 29.35| 0.16] 2.56
1 run edge 5.00) 0.40f 15.64| 1.90| -0.38| 15.76] 8.01] 7.10f 3.98| 6.36] 65.18/ 0.09] 1.33
1 run edge 7.20] 047 16.27] 0.89] -0.36] 16.30] 5.37] 5.85] 3.84] 5.02| 38.93] 0.34] 5.53
1 run edge 14.40f 0.67| 15.41] -2.02] 0.69| 1556 553| 5.53| 4.49| 5.18| 40.61] 0.20f 3.02
1 run edge 21.61) 0.87] 18.80] -4.57| 0.84| 19.37| 6.44] 6.32] 533 6.03] 54.95| 0.18] 3.35
2 run__| transition 1.00f 0.04] 18.68] 2.39] -0.71| 18.85| 8.32| 8.44| 435 7.04] 79.67f 0.12[ 218
2 run_[transition| 2.00) 0.07f 19.79| 1.71] 0.78] 19.88] 7.89] 7.66] 5.44| 7.00] 75.24] 0.18] 3.61
2 run_[transition| 5.00] 0.17f 23.21] -0.93] 0.58| 23.23] 11.77] 8.56] 6.39] 8.91|126.31] 0.29] 6.65
2 run_[transition| 6.16] 0.21] 25.10f -2.03| 0.47| 25.19| 10.12] 7.68] 6.49| 8.10/101.79] 0.18] 4.54
2 run_[transition| 12.33] 0.41| 41.30| -1.37| -0.43| 41.32| 9.37] 6.76] 5.09] 7.07| 79.64] 0.33] 13.55
2 run_[transition| 18.49] 0.61f 50.55| 0.23] -0.69] 50.56] 6.61] 5.33] 3.67| 5.20] 42.79] 0.26] 13.34
2 run center 1.00 0.04] 32.55 1.85 0.37| 32.61| 14.43] 10.85 5.47] 10.25] 177.90 0.13 4.12
2 run center 2.00| 0.06] 38.15| 2.59| 0.77] 38.24| 10.68] 10.84] 6.18| 9.24|134.92] 0.13| 5.08
2 run center 5.000 0.12f 44.74| 3.28| -1.15| 44.87| 15.83] 13.03] 9.22| 12.70| 252.82] 0.15| 6.91
2 run center 10.09] 0.22| 58.81] 1.92] -1.07| 58.85| 15.17| 13.04| 9.39| 12.53|244.15| 0.21 12.16
2 run center 20.19] 0.42| 73.05| -0.17| -1.01] 73.06] 13.80] 10.98] 7.81| 10.86| 186.02| 0.27| 19.89
2 run center 30.28| 0.62] 84.01] -2.78] 0.23| 84.05| 11.20] 9.76] 6.64| 9.20|132.34] 0.11] 9.08
2 run center 40.38| 0.82] 88.62] -6.69| 1.86( 88.89] 9.23] 8.68| 545] 7.79| 95.12| 0.11] 9.35
2 run_ | transition 1.00f 0.00f 0.28] -1.58] 1.64] 229 6.38 553 2.86] 4.92] 39.69| 0.11f 0.03
2 run_[transition| 2.00) 0.02] 6.02] -0.73] 151] 6.24] 4.63] 524 330 4.39] 29.83] 0.18] 1.07
2 run_[transition| 5.000 0.08] 19.44| 1.96] 0.28| 19.54| 6.81] 551 4.96| 5.76] 50.61] 0.25| 4.83
2 run_[transition| 10.09] 0.18] 26.90] 4.94| -0.56] 27.35| 7.55] 6.58] 4.54| 6.23] 60.50| 0.25| 6.75
2 run_[transition| 20.19] 0.38] 35.86| 0.51| -0.64| 35.87| 7.43] 6.01] 4.12| 5.85| 54.10| 0.36] 12.76
2 run_[transition| 30.28] 0.58| 41.97| -1.97| -1.13| 42.03] 5.73] 5.00f 3.23| 4.65| 34.13] 0.22] 9.21
2 run_[transition| 40.38] 0.78] 43.78| -3.13| -1.09] 43.90| 5.23] 492 2.79] 4.32| 29.71] 0.12] 521
2 run edge 1.00f 0.01] 1.61] 9.30] -1.18] 951 9.25| 8.66| 5.92| 7.94] 97.76] 0.09] 0.14
2 run edge 2.00) 0.04f 286 5.04] -0.19] 580] 871] 861 555/ 7.62] 90.40| 0.10] 0.27
2 run edge 5.00] 0.14 10.37] -1.43| -2.15| 10.69] 11.08] 9.86 6.59] 9.18/131.69] 0.10] 1.05
2 run edge 11.73] 0.37| 34.56] -7.64] 0.04] 3540 10.70] 8.39] 5.43| 8.17|107.19] 0.12f 4.22
2 run edge 17.59| 0.57| 45.97| -5.27] 3.49| 46.40| 7.65| 6.44] 4.06] 6.05| 58.30] 0.11f 5.06
2 run edge 1.00f 0.01] 5.05] 7.08] -1.88] 890[ 6.20 5.75| 2.41] 4.79] 3865| 0.17[ 0.87
2 run edge 2.00) 0.03] 864 5.01] -045 9.99] 566] 4.86] 3.22| 458 32.98| 046] 3.93
2 run edge 5.00] 0.10f 12.56| 3.38] -0.01] 13.01] 7.77] 6.92 4.01] 6.23] 62.15| 0.10] 1.20
2 run edge 9.19] 0.19] 1431 0.64] 0.81] 14.35| 6.10] 597 4.08] 5.38 44.77] 0.18] 253
2 run edge 18.38] 0.39] 22.78] -3.55| 0.74] 23.07 7.60| 6.43] 4.39| 6.14] 59.20f 0.29] 6.60
2 run edge 27.56] 059 31.81| -6.02| 0.62| 32.38] 5.90] 477 3.70| 4.79] 35.65| 0.44]| 13.89
2 run edge 34.00) 0.73] 33.73] -6.54| 0.17| 34.36] 5.70] 4.30] 298] 4.32| 29.91] 0.27] 9.26
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Table C.1 (continued). Summary of flow field data for the St. Maries Reach

O
(7))

Unit Loc. z Z/h Us Ut Uv |Umag| TIs Tt Tlv |TImag| TKE T L
riffle | transition 1.00f 0.03] 18.95] -4.99] -1.87| 19.68[ 12.95| 11.23| 5.93| 10.04] 164.51] 0.19] 3.58

riffle_| transition 2.00] 0.07] 24.70] -2.72| -1.75[ 24.91] 13.05| 12.10| 7.42| 10.86|185.85| 0.10| 2.44

riffle_| transition 570 0.20| 34.13] -2.17| -0.19[ 34.20| 16.07] 14.11] 9.43| 13.21}273.23] 0.11] 3.79

riffle | transition] 11.41f 0.40| 54.24] 4.20] 0.36] 54.40| 15.99] 12.65| 8.92| 12.52|247.64] 0.08] 4.35

riffle | transition] 17.11] 0.60] 70.19] 5.68| 3.45] 70.50| 14.42| 10.33] 7.67| 10.81]186.78] 0.10 6.97

riffle center 1.00] 0.02] 12.90| -18.86] -3.20| 23.07| 12.88] 13.39] 8.88] 11.72]212.02] 0.07f 0.88

riffle center 2.00] 0.04] 17.34] -18.96] -4.61 26.10] 12.79] 14.30] 9.21] 12.10}226.35| 0.07] 1.14

riffle center 5.000 0.11] 21.20f -12.21] -3.78| 24.75] 14.32| 17.16| 11.67| 14.38]317.91] 0.15| 3.19

riffle center 8.16| 0.19] 27.48| -0.58] -1.29[ 27.51] 16.96] 17.04] 12.03] 15.34|361.41] 0.09] 2.60

riffle center 16.32] 0.39] 55.65] 10.80f 1.09] 56.70| 21.88] 18.15] 13.01] 17.68|488.57] 0.08] 4.71

riffle center 2447 0.59| 80.32] 18.90| 5.87f 82.72] 17.98] 16.97| 13.04] 16.00| 390.69] 0.09] 7.25

riffle center 28.00f 0.68] 87.10] 20.90| 5.91f 89.77] 17.34] 16.46| 13.85] 15.88|/381.71] 0.08] 7.29

riffle_| transition 1.00] 0.01] 4.00f -19.66| -7.99] 21.59| 20.72| 23.49| 17.30] 20.51]640.35] 0.11] 0.45

riffle | transition 2.00f 0.03] 25.39] -13.60] -9.49 30.33| 21.69| 16.18| 15.41| 17.76| 484.98| 0.07| 1.84

riffle_| transition 5.00] 0.10| 46.56] -1.53| -6.71 47.07| 26.19] 16.30] 14.73] 19.07|584.25| 0.09] 4.03

riffle | transition 857| 0.18] 71.97] 3.75| -2.03| 72.09] 22.61] 15.58| 12.83] 17.01]459.29] 0.10| 7.04

riffle | transition] 17.13[ 0.38] 81.40] 10.90 7.11] 82.43| 12.18] 13.15] 11.15] 12.16|222.96] 0.06] 4.73

riffle | transition| 25.70] 0.58 98.24] 10.21] 9.27] 99.20| 12.12] 13.28] 10.98] 12.13| 221.90|] 0.07| 6.40

riffle | transition] 30.95| 0.71] 106.62] 9.93] 9.83] 107.53] 13.69] 14.95] 15.94| 14.86|332.57| 0.04] 3.81

riffle edge 1.00] 0.02] 9.06f 341 0.70] 9.70] 14.48] 857 1.84] 8.30]143.22] 0.02] 0.15

riffle edge 2.00] 0.04] 41.69] -159| 136 4174 7.83] 579 442 6.02| 57.22] 0.09] 3.62
riffle edge 5.00f 0.11] 47.00] -0.65| -0.13[ 47.00) 9.73| 7.80| 4.62 7.38| 88.42] 0.06] 2.73
riffle edge 720 0.17] 51.14] -1.17] -1.93[ 51.19] 6.88] 5.18] 4.26] 5.44| 46.19] 0.12] 6.12
pool edge 1.00] 0.02] 1574 1.69| 251| 16.03] 9.89] 1097 9.23] 10.03] 151.62] 0.05] 0.83
pool edge 2.00] 0.04] 1847 7.47| 1.06[ 19.95| 8.27] 9.18| 6.61] 8.02| 98.14] 0.03] 0.61
pool edge 5.00] 0.11] 40.39] 0.72| -1.36| 40.42] 14.13] 10.58| 8.67| 11.12|193.31] 0.06] 2.48
pool edge 6.61| 0.15| 43.07| -2.47| 1.24 43.16] 12.92| 10.54| 8.62| 10.69]176.09] 0.07] 3.17

pool edge 13.22] 0.31] 43.15] -5.95] 0.10] 43.56] 11.98] 10.18] 10.02] 10.73]173.81] 0.08] 3.48

pool edge 19.83] 0.46] 35.84] -1.45[ -3.55| 36.05| 11.08] 10.84] 9.58| 10.50]| 165.96] 0.08] 2.75

pool [ transition 1.00] 0.02] 379 145/ -0.88] 4.15| 325 393 1.26| 2.81] 13.78] 0.81] 3.08

pool [ transition 2.00 0.04] 9.35] -2.77| -0.70f 9.78] 5.18| 3.95| 2.08] 3.74| 23.39] 0.44] 4.07

pool | transition 5.00] 0.08] 9.90] -4.44| -045 10.86) 8.74] 7.48| 2.42[ 6.21] 69.05| 0.16] 1.55

pool [transition| 12.24] 0.20f 14.43] -2.73] 0.26] 14.69| 5.85] 555] 345/ 4.95| 38.50| 0.65| 9.40

pool [transition| 24.49| 0.40f 17.23] 091] 0.60| 17.26] 6.23] 5.80] 3.61] 5.21] 42.70| 0.53] 9.07

pool [transition| 36.73| 0.60[ 21.84| 2.68] 0.73] 22.02| 6.63] 6.21] 3.73] 5.52| 48.21| 0.55| 12.04

pool [transition| 48.98| 0.80[ 24.70] 4.89] 0.45| 25.18| 6.24] 5.79] 3.30] 5.11] 41.62] 1.28| 31.50

pool center 100] 0.00] 793 248/ 008 830] 567 580 269 4.72] 36.52] 0.19] 148

pool center 2.00] 0.02] 10.18] 0.90| 0.6 10.22] 6.99] 6.32] 3.34] 555 49.94] 0.20] 2.03

pool center 5.00f 0.05| 13.39] -1.87| -0.35[ 13.53] 8.84] 8.33] 4.19| 7.12| 8259] 0.23] 3.14

pool center 16.15| 0.19] 27.90] -3.88] -253| 28.28| 10.83] 7.33] 5.03] 7.73] 98.19] 0.50] 14.07

pool center 32.30f 0.39] 3544| -2.74] -0.73] 3556] 10.03] 8.10] 5.56] 7.90] 98.57] 0.49| 17.20

pool center 48.46] 0.59| 48.29] -0.38] 0.48| 48.29] 9.48| 7.14] 5.16] 7.26] 83.76] 0.41] 19.64

pool center 64.61] 0.79] 49.12 1.61 1.49( 49.17 8.19] 6.72] 4.35 6.42] 65.61] 0.79] 38.83

pool center 70.00f 0.86] 51.09] 3.88] 1.41] 51.26] 7.55] 6.93] 4.36] 6.28] 61.98] 0.39] 20.02

pool | transition 100] 0.00] 646 187 067| 6.76] 6.43] 6.10] 2.63] 5.05] 42.71] 0.24] 156

pool | transition 200 002] 933] 161| -024 947] 742] 7.48| 3.83] 6.24| 6285 0.58] 541

pool | transition 5.00) 0.05] 10.45| -1.06] -0.60] 10.52] 10.32] 9.85| 5.03] 8.40]114.40f 0.12| 1.30

pool |transiton] 16.10f 0.19] 20.51] -0.73] -1.33] 20.57 9.73] 7.18] 5.34] 7.42] 87.39] 0.43] 8.81

pool [transition| 32.19] 0.39] 28.47] 0.06] -0.58| 28.48| 10.30] 6.93] 5.12| 7.45] 90.21] 0.65| 18.39

pool [transition| 48.29] 0.59| 35.23] 0.06] -0.27] 35.23] 9.39] 7.79] 529 7.49| 88.37| 0.49| 17.28

pool |transition] 64.38] 0.79] 40.67] -0.39] 1.37[ 40.70f 9.23] 7.35| 5.00f 7.19] 82.13] 0.55| 22.47

pool |transition] 70.00f 0.86] 43.08] -1.41] 0.96] 43.11 9.10] 7.26] 4.67] 7.01] 78.71 1.27] 54.86

pool edge 1.00] 0.02] -045| -0.26] -0.12| 053] 392 331 1.20] 281] 13.88] 0.21] -0.09
pool edge 2.00] 0.03] 0.13] -042| -0.18[ 047] 246] 168] 077 1.64 4.74] 1.16] 0.16
pool edge 5.00/ 0.08] -126] 054] 0.10f 138 590] 524] 194 4.36| 33.02] 0.04] -0.05
pool edge 720 0.12] -0.84] -0.26] 0.01f 0.88] 3.78| 3.56] 1.35] 290| 14.38] 0.02] -0.02

pool edge 2465 040 -108] -0.66] 0.09] 1.27] 489] 461] 155] 3.68] 23.77] 0.02] -0.02

pool edge 3697 0.60] -0.65] 1.23] 0.27f 1.42] 3.05] 245] 133] 228 854 281] -1.84

pool edge 49.30) 0.80f -0.24| -0.16] -0.18| 0.34] 242] 219] 1.12] 191] 596 258 -0.61

pool edge 1.00] o0.01 1.75] 084 -025[ 196)| 446] 4.85] 1.15] 3.49] 2235 0.37] 0.65
pool edge 2.00] 0.03] 0.06] 3.00/ -053[ 3.04 285 294] 1.08[ 229] 898] 0.56] 0.03
pool edge 5.00] 0.07] 2.18] 1.86] -050[ 291] 6.15| 7.45] 194 5.18| 4853| 1.27| 277

pool edge 1351] 0.20) 1.70] 4.30f 0.05| 462] 282 297 209] 263] 1057] 0.23] 0.39

pool edge 27.03] 0.40 1.72] -019] 049 180 358] 4.86] 265] 3.70] 21.75] 043] 0.73

pool edge 40.54] 0.60 199] -3.19] 041 3.78)] 490] 3.98| 3.66] 4.18| 26.58] 1.44| 2.86

e B B B Bl Bl B B B Bl Bl B B B B B B B Bl B B B B Bl Bl Bl B B B B B B Bl Bl B B Bl K8H (PN PN (28] K9t] (] [ON) [ON) (V) [9N] [oV] [OV) (V) [N [oV] éV) (V) [OV) [N} [4V] (V] [OV) [UN] (V] V] [OV) [OV) [VN] [OV]

pool edge 54.05[ 0.80 1.94] -6.61] 0.33] 6.90] 4.95] 5.32] 246 4.24] 29.45] 2.23] 4.34
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Table C.1 (continued).

Summary of flow field data for the St. Maries Reach

CS Unit Loc. Cuu Cw Cww Cuv Cuw Cvw R Ss St Sv Ks Kt Kv

3 riffle | transition] 167.67| 126.16] 35.18] -40.83| -25.84] 2.59 2.46] 0.24] -0.09] -0.39] -0.17] -0.22f 0.14
3 riffle | transition] 170.34| 146.30] 55.05| -29.43| -34.16] 3.42| -2.36] 0.16] -0.01f -0.24] -0.29] -0.13] 0.10
3 riffle | transition] 258.36] 199.14| 88.97] -26.23] -32.96] 3.30| -33.72] 0.10] 0.00f -0.17| -0.15] -0.24] -0.08
3 riffle | transition] 255.81| 159.90| 79.58] -7.80| -47.71] 4.78| -29.13] -0.23] 0.02f 0.30f -0.34] -0.17] -0.10
3 riffle | transition] 207.97| 106.75| 58.84] -3.07| -25.48 2.55| -10.46] -0.32| 0.00] 0.26] 0.25| 0.03] 0.04
3 riffle center | 166.01) 179.18| 78.85] -45.12f -40.92| 4.10| 43.51] 0.17f 0.21] 0.19] -0.19] 0.06f 0.50
3 riffle center | 163.51| 204.36] 84.83] -44.31{ -33.67| 3.37] 40.30] 0.07f 0.39] 0.25] -0.27] 0.57f 0.08
3 riffle center | 205.08| 294.52] 136.22] -14.80{ -37.78] 3.78] 13.93] 0.11] 0.16] 0.20] 0.09] -0.03] 0.30
3 riffle center | 287.59| 290.44] 144.79] 55.99{ -65.10 6.52] 23.19] 0.32] -0.01] 0.06] 0.11} -0.22] 0.10
3 riffle center | 478.53| 329.28] 169.33] 181.86{ -74.99 7.51 1.44| 0.05| -0.05] 0.16] -0.23] -0.40] 0.13
3 riffle center | 323.10| 288.14] 170.14] 108.64{ -22.90 2.29| -15.23| -0.28] -0.44] 2.67] 0.17] 0.03] 20.11
3 riffle center | 300.75| 270.82) 191.85] 70.09f -1.00f 0.10| -11.26] 0.01f -0.49] 3.12] 0.11] 0.57] 21.33
3 riffle | transition] 429.44| 551.85| 299.41] 217.41] -19.90 1.99 -50.95| 0.44] -1.51] 0.64] -0.09] 4.79] 0.52
3 riffle | transition] 470.61| 261.87| 237.47] 184.04] 4.40] -0.44] 93.00] 0.53] 0.18] 0.33] 0.00] -0.29] 0.15
3 riffle | transition] 685.82| 265.60| 217.08] 238.59] -21.90 2.19] 58.77] -0.15] -0.15] -0.03] -0.59] -0.29] -0.02
3 riffle | transition] 511.08| 242.85| 164.67] 135.51| -14.63 1.46] 1297| -0.50f -1.22] 0.65] -0.14 6.20 2.36
3 riffle | transition] 148.46] 173.05| 124.42] 22.46] 8.69] -0.87] -8.93] -0.07] -3.88] 0.69] -0.05] 28.89] 3.55
3 riffle | transition] 147.00f 176.28| 120.51] 9.65| -5.07| 0.51]| -22.64] -0.23] -4.24] 1.09] -0.24] 30.97] 4.89
3 riffle | transition] 187.50] 223.45| 254.20] 3.69| -18.54] 1.86| 100.61] -0.60] -2.68] 0.19 1.86] 18.70 2.89
3 riffle edge | 209.55] 73.49 3.40] 22.26f -3.08] 0.31] -4.24] -0.08f 0.01] -0.46] -0.32] 0.02 1.46
3 riffle edge 61.33] 33.56] 19.55] 10.59 -14.48 145 -1.99| -0.41] -0.04] -0.18] 0.13] 0.22| -0.07
3 riffle edge 94.58| 60.90] 21.35] 4.27{ -12.90 1.29f -1.70] -0.29] 0.01) 0.23] 0.10f 0.14] 0.17
3 riffle edge 47.38] 26.83| 18.17] 2.41] -10.81 1.08] -1.48] -0.52| 0.01] 0.44 1.02] 0.04] 0.31
3 pool edge 97.80] 120.24] 85.20] -6.99f 8.75| -0.88] -45.94] 0.02] 0.01] -0.04] 0.18] -0.20f 0.05
3 pool edge 68.45| 84.19] 43.64] 4.56| -18.41 1.84f -11.24] -0.02| -0.25|] -0.12] 0.46] 0.14] -0.22
3 pool edge |199.57|111.87| 75.18] -19.15] -46.44] 4.65 6.74] -0.17| -0.15] 0.14] -0.21] 0.08] -0.04
3 pool edge |166.84] 111.03| 74.30] -19.79] -32.88] 3.29 6.84] -0.15] 0.03] 0.14] 0.04] -0.05] 0.14
3 pool edge | 143.49] 103.73| 100.40] -6.04] 37.37{ -3.74 3.29] 0.27] -0.16] -0.10f 0.10] 0.07] -0.26
3 pool edge |122.71]117.42] 91.79| -12.90] 25.16] -2.52| -4.26] 0.34] -0.20f 0.42| 0.07] 0.11] -0.10
4 pool | transition] 10.55| 15.41 160 2.16] -0.52] 0.05] -3.06f 0.12| 0.35] -0.04] 0.20f 0.13] 0.14
4 pool |transition] 26.82| 15.62| 4.34] 2.72] -2.88] 0.29 150 0.46] 0.35] 0.02] -0.16] 0.29] 0.27
4 pool | transition] 76.37] 55.90 5.84] 751 581] -0.58] -1.45] 0.03] 0.32| -0.17] 0.32] 0.31] 0.34
4 pool |transition] 34.27| 30.81] 11.91] 11.15| -5.75] 0.58| -4.94] -0.03] 0.34f 0.11] -0.05] -0.03] 0.39
4 pool |transition] 38.75] 33.59] 13.05] 4.99] -6.95] 0.70] -5.36] 0.22] 0.21] -0.04f 0.12] 0.02] 0.03
4 pool |transition] 43.94] 38.56] 13.92] 14.00] -6.08 0.61] -3.99] 0.19] -0.02f 0.00f -0.06] -0.18] -0.15
4 pool |transition] 38.90] 33.48] 10.86] 6.01] -4.74] 0.47| -2.34] -0.06] 0.28]f 0.16f -0.30] 0.09] -0.25
4 pool center 32.19] 33.62 7.23] 1188 -6.38] 0.64] -1.91] 0.13] -0.15| -0.06] 0.13] -0.05] 0.19
4 pool center 48.82] 39.88] 11.19] 12.37] -4.32] 0.43 0.02] 0.34] -0.05/ -0.10] 0.09] 0.17] 0.29
4 pool center 78.17| 69.42) 17.59] 5.79f -8.95| 0.90] -1.77] 0.24] -0.12] -0.06] 0.02] 0.05] -0.09
4 pool center | 117.35| 53.76] 25.26] 21.22{ -19.93 1.99] -3.20f 0.14] -0.07] 0.15] -0.24] -0.07] 0.03
4 pool center | 100.69] 65.56] 30.90] 27.46{ -13.31 1.33] -5.22| 0.08] -0.02) 0.09] -0.22| -0.14] 0.17
4 pool center 89.85| 51.04] 26.63] 13.40{ -10.62 1.06f -3.39] -0.29] -0.11] 0.22] -0.13] -0.08] 0.25
4 pool center 67.15] 45.16] 18.90] 5.12( -1.18/ 0.12] -5.47] 0.09] -0.28/ 0.17] 0.16] 0.22f 0.12
4 pool center 57.02| 47.96] 18.99] -6.14 245 -0.25| -7.40] -0.11] -0.21] 0.02] -0.04] 0.20] 0.25
4 pool | transition] 41.28] 37.23 6.90] 11.90{ -5.02| 0.50 0.86] -0.03] -0.18] -0.22] 0.08] 0.17f 0.73
4 pool |transition] 55.01] 55.98| 14.71] 20.68| -2.70] 0.27 5.14] 0.25] -0.17] -0.04] -0.03] -0.22[ 0.24
4 pool | transition] 106.53] 96.96] 25.30] -0.76] -2.53] 0.25 5.73] 0.05] 0.10f -0.12] 0.18] 0.08] 0.01
4 pool |transition] 94.65| 51.56] 28.56] -1.89| -18.69 1.87] -0.06f 0.30f -0.13] 0.20] -0.38] -0.13] 0.02
4 pool |transition] 106.13| 48.04| 26.24] -3.29| -14.84] 1.49| -3.78] 0.11] 0.09f -0.16f -0.40] -0.19] -0.21
4 pool |transition] 88.11] 60.61] 28.03] 2.59] -9.69] 0.97| -2.05] -0.30] -0.11f 0.13] 0.09] -0.12] 0.07
4 pool |transition] 85.17| 54.04] 25.03] -8.33] -7.83] 0.78] -2.97] 0.19] -0.09] 0.13] -0.27] 0.02] -0.20
4 pool |transition] 82.89] 52.67| 21.85] -9.07] -8.53] 0.85| -0.78] 0.00] 0.08 0.29] -0.24] 0.03] 0.07
4 pool edge 15.35| 10.97 1.44| -1.43] -3.46] 0.35] -0.56] -0.03] 0.00] 0.06] 0.28] 0.21] 0.34
4 pool edge 6.06] 2.83 0.59] 0.07f -1.07] 0.11] -0.34] 0.09] 0.12] -0.19] -0.03] 0.13] 0.07
4 pool edge 34.83| 27.46 3.76] -2.76] -8.74] 0.88] -1.62] -0.08] -0.02] 0.08] 0.40] 0.32] 0.56
4 pool edge 14.28| 12.67 181 -1.33] -3.92] 0.39] -0.89] 0.11] -0.01] -0.07] 0.47] 0.38] 0.45
4 pool edge 23.89] 21.24] 2.41] -4.06( -594] 0.59] -0.37] -0.05] 0.01] 0.05] 0.24] 0.31] 0.42
4 pool edge 9.29 6.00 1.78] 0.45| -2.88] 0.29] -0.65| 0.37] 0.27] -0.36] 0.34f 0.76] 0.41
4 pool edge 5.86] 4.81 124 0.25] -1.32] 0.13] -0.52| 0.08/ 0.26] -0.29] -0.14] 0.52| 0.07
4 pool edge 19.85| 23.53 1.32] -0.99 1.46] -0.15| -1.62] -0.24] -0.05] -0.09] 0.57] 0.15] 0.42
4 pool edge 8.13] 8.67 1.16 1.04f 0.31] -0.03] -1.05] 0.07] -0.43] -0.16] 0.09] 0.47] 0.55
4 pool edge 37.84| 55.46 3.77] -6.45| 5.37] -0.54] -5.02] 0.01f 0.00f -0.10] 0.37] 0.30f 0.29
4 pool edge 7.94] 883] 437 -1.63 1.17f -0.12| -0.52] -0.12] -0.09] 0.09] 0.63] 0.24] 0.19
4 pool edge 12.85| 23.63 7.01] 0.69f -0.89] 0.09 1.11] -0.15| -0.67] 0.15] 0.07] 0.61] 0.37
4 pool edge 23.98| 15.81] 13.37] 0.86f -5.18] 0.52 0.66] -0.05] 0.13] 0.03] -0.64] -0.04] -0.54
4 pool edge 24.54| 28.31 6.04] 2.12 1.01f -0.10 3.50] -0.30] -0.19|] -0.45] -0.37] -0.15| 0.21
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Table C.2. Summary of flow field data for the Potlatch Reach

Cs Unit Loc. z Z/h Us Ut Uv |Umag| TIs TIt Tlv |TImag| TKE T L

1 riffle | edge 1.00] 0.03] 16.06f 7.03] 0.33] 17.54] 598 5.89| 4.35 541 4474 0.10] 1.66
1 riffle | edge 2.00] 0.05| 1856 3.85| -1.15| 18.99| 6.28| 6.16] 4.13| 552 47.22] 0.11] 213
1 riffle | edge 5.00] 0.12] 2554 -1.26] -0.02| 25.57] 8.39|] 8.00] 4.61] 7.00f 77.84] 0.13] 3.30
1 riffle | edge 8.70| 0.21f 31.51] -2.03| 0.16] 31.58| 8.67] 7.78] 4.95[ 7.13| 80.05] 0.20] 6.37
1 riffle | edge | 17.50f 0.41] 41.80] -2.29] 1.03] 4187 859| 6.96| 550| 7.02] 76.29] 0.19] 7.95
1 riffle | edge | 26.20f 0.61| 46.98] -2.43] 0.31] 47.04[ 834 7.09| 576| 7.06] 76.51] 0.13] 6.16
1 riffle | edge [ 31.93] 0.74] 51.22| -2.87] -0.65| 51.30| 7.43| 6.57] 550 6.50[ 64.33] 0.13] 6.81
1 riffle | center 1.00| 0.03] 6.78] -1.75] -1.92| 7.26] 8.44| 7.76] 5.34] 7.18[ 79.98] 0.12| 0.82
1 riffle | center 2.00] 0.05| 15.13] 1.07| -1.86] 15.28| 10.81] 9.35| 6.26[ 8.81|121.73] 0.23] 3.53
1 riffle | center 5.00 0.12| 18.77] 2.05| -2.48] 19.04| 12.34] 10.86| 6.83| 10.01] 158.37| 0.15] 2.83
1 riffle | center 8.82| 0.20f 24.57] 4.98] 0.10] 25.07] 12.88| 11.36/ 8.27( 10.84|181.68/ 0.33] 8.13
1 riffle | center| 17.64] 0.40| 2854 1.49| 3.31] 28.77] 12.53| 11.90| 10.49| 11.64|[204.26] 0.36| 10.16
1 riffle | center| 26.46] 0.60| 23.79] -3.70] 2.47] 24.20{ 12.36] 12.95| 10.25| 11.85|212.70] 0.19] 4.49
1 riffle | center| 35.29] 0.80| 20.12| -4.14] 0.38] 20.54 11.81] 12.04| 10.03] 11.29| 192.55] 0.22| 4.46
1 riffle | edge 1.000 0.01] 137 -3.24] -097| 365| 6.22| 751] 6.29] 6.67[ 67.36] 0.10 0.13
1 riffle | edge 2.00] 0.04] 10.71f -1.25] -4.34| 11.62| 10.23| 10.56] 7.22| 9.34/134.15| 0.16| 1.69
1 riffle | edge 5.00 0.13[ 12.80| -1.14| -0.16] 12.85| 12.72| 10.59| 8.64 10.65|174.29] 0.18] 2.34
1 riffle | edge 7.11| 0.20] 1851 -1.42] -0.73| 18.58| 13.42| 11.74] 8.85| 11.34198.20] 0.15| 2.70
1 riffle | edge | 13.78] 0.40| 29.37] 0.80] 0.90] 29.40{ 15.25| 14.38| 10.59| 13.41|275.72] 0.12] 3.38
1 riffle | edge [ 20.68] 0.61] 3539 2.80] 1.81] 3555| 16.91| 13.89] 11.23| 14.01{302.43| 0.12| 4.21
1 riffle | edge | 21.53] 0.63] 36.05| 3.45] 3.49] 36.38] 17.35| 13.36| 10.54| 13.75|295.22| 0.14] 4.91
2 run edge 1.00] 0.12] 24.95| -0.71] -2.57| 25.10| 8.07| 7.34] 5.71] 7.04] 75.75| 0.60] 15.04
2 run edge 2.00| 0.14] 26.61] -2.58] -1.60| 26.78] 9.36| 7.20] 3.58| 6.72[ 76.17| 0.24] 6.26
2 run edge 5.00] 0.22| 37.03] -6.32] -0.91] 3758/ 8.30| 6.32| 3.67| 6.10] 61.22] 0.20| 7.44
2 run edge 7.57] 0.29] 39.39] -2.08] 1.09] 39.46| 10.23| 897| 4.66] 7.96[103.44| 0.14] 5.38
2 run edge | 15.14] 0.49[ 4163] 0.08] 0.68] 41.63] 8.03] 7.49] 495 6.82] 7253 0.16] 6.85
2 run edge | 22.70| 0.69| 44.67] 566/ 1.49] 45.05] 7.25| 7.10| 4.45| 6.27] 61.39] 0.15] 6.87
2 run edge | 27.00) 0.80f 44.44] 595 1.82] 4487 691] 756] 437 6.28| 62.04] 0.15] 6.48
2 run_ | center 1.00] 0.06] 15.18] 3.30] -0.31] 1554| 8.14| 8.15| 4.84] 7.04] 78.03] 0.1 1.67
2 run__| center 2.00) 0.09] 18.71f 1.17] 0.29] 18.75| 855/ 7.08] 5.08) 6.90[ 7452] 0.10f 1.93
2 run_| center 5.00] 0.18] 29.83] 0.21] 0.18] 29.83] 8.61| 7.34] 427 6.74] 73.12| 0.18] 5.31
2 run | center 6.59] 0.23] 3157 0.18] 0.61] 31.58| 7.05| 5.92| 4.27] 575 51.52| 0.81] 25.71
2 run_| center| 13.18] 0.43| 34.30| -2.18] -0.14| 34.37| 6.09] 543 4.10| 5.21] 41.71] 0.15] 5.09
2 run_| center| 20.00f 0.63] 34.80] -2.68] -0.62| 34.91| 587 4.93| 3.88] 4.90] 36.94] 0.12] 4.15
2 run edge 1.000] 0.05| 6.17/ 1.10] -058 6.29] 7.38| 8.14] 259| 6.04] 63.73] 0.19| 114
2 run edge 2.00| 0.08] 10.45| 0.29] -0.78| 10.48| 5.82| 5.57| 3.05| 4.81 37.11] 0.5 154
2 run edge 5.00] 0.17] 15.60f 0.42] -1.68] 1569| 9.02| 9.07| 4.11] 7.40[ 90.30] 0.07] 1.08
2 run edge 6.60] 0.22| 16.06f 1.27] -1.29| 16.16] 6.81| 8.08] 4.07] 6.32 64.14] 0.0 1.61
2 run edge | 13.20| 0.42[ 16.70] -0.94| 1.11] 16.76] 6.26] 7.24] 4.29| 5.93| 55.01] 0.09] 1.44
2 run edge | 19.50| 0.61f 16.95| -2.13| 3.22] 17.39] 6.14] 7.46] 524 6.28| 60.39] 0.07] 1.15
3 pool | edge 5.000 0.07f 6.94] 063 031] 6.98 4.80] 432 136 350/ 2181 0.33] 231
3 pool | edge [ 16.00] 0.21] 9.13] 0.62] 0.01] 9.15| 3.36| 2.79| 1.54| 256 10.71] 2.67| 24.37
3 pool | edge [ 32.00) 0.41] 1147 0.07] -0.08] 1147]| 3.24| 298| 153] 258 10.85] 0.81] 9.32
3 pool | edge [ 47.70] 0.61] 10.82] -0.15] 0.00f 10.82] 3.24| 3.05| 1.56] 2.62[ 11.11] 0.45] 4.87
3 pool | edge [ 63.00) 0.80] 8.73] -047] -0.27] 8.74] 350/ 286] 140 259 11.22] 0.53] 4.67
3 pool | edge [ 69.00) 0.83] 8.48| -0.70] 0.03] 851] 3.08/ 287 1.34] 243 9.76] 0.17| 1.43
3 pool | center 1.20] 0.05| 10.34] 0.86] 0.28| 10.38] 4.00f 3.12| 1.43| 2.85| 13.90| 0.67| 6.88
3 pool | center 2.07] 0.06] 11.15] 0.42] 0.30] 11.16] 4.34| 3.23] 1.64] 3.07f 1599| 0.57| 6.38
3 pool | center 488 0.10f 13.89] 0.16| -0.07] 13.89| 7.75| 7.04] 2.27[ 5.69| 57.39] 0.16] 2.16
3 pool | center| 14.00] 0.21] 15.84] 0.02] -0.25| 15.85| 4.41| 4.22| 227 3.64f 2125 0.29] 4.66
3 pool | center| 27.95| 0.39] 19.76] -0.06] -0.40| 19.76] 457 392| 235 3.61] 20.86/ 0.35| 6.90
3 pool | center| 41.93] 0.56] 21.27] -0.78] -0.02| 21.28] 3.99| 391| 2.12| 3.34[ 17.83] 0.59] 12.45
3 pool | center| 55.90| 0.74] 23.62] -0.61] 0.16] 23.63] 3.92| 3.64| 1.73] 3.10[ 15.81] 0.23] 5.49
3 pool | edge 1.10| 0.00f 1.01f -042] 0.1} 1.10| 512 7.05] 1.12| 4.43| 38.64] 0.02| 0.02
3 pool | edge 2.10] 0.02] 1.11f 0.25| 0.08 1.14] 167/ 158] 0.78] 134 296] 031 0.34
3 pool | edge 555| 0.08 4.76] 0.66] -0.56] 4.84] 3.44| 291] 139 258| 11.13| 0.21] 1.01
3 pool | edge [ 14.47] 0.23] 6.30] 0.68] 0.03] 6.34] 3.72| 3.40| 1.83] 2.98[ 14.38] 0.51] 3.22
3 pool | edge [ 28.80] 0.47] 753] 0.11] 0.14| 753] 336/ 315 1.79] 277 12.21] 0.37] 2.80
3 pool | edge [ 37.30] 0.61] 10.84] -0.11] -0.10f 10.84] 4.28| 3.53] 1.89] 3.23[ 17.17] 0.85/ 9.16
3 pool | edge [ 49.70] 0.81|] 13.29| -1.18] 0.30] 13.35| 4.14| 3.10] 1.69] 2.98| 14.80] 0.50| 6.66
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Table C.2 (continued). Summary of flow field data for the Potlatch Reach

Cs Unit Loc. Cuu Cwv Cww Cuv Cuw Cvw R Ss St Sv Ks Kt Kv

1 riffle | edge | 35.82| 34.75| 18.91] 9.86| -5.51] 4.46] 0.55] 0.09] -0.05| 5.45] -0.02] 0.04| 143.46
1 riffle | edge | 39.45] 37.95| 17.04] 6.27| -10.75| 6.48/ 1.08 0.12] -0.02] -0.10] -0.09] -0.11] -0.05
1 riffle | edge | 70.43| 63.97] 21.28| 10.65| -16.61] -0.50f 1.66] 0.18/ 0.00f -0.05] -0.13] -0.08] 0.14
1 riffle | edge | 75.10] 60.50| 24.50] 0.91] -20.33] 1.83] 2.04| -0.06] 0.06/ 0.15| -0.13] 0.01] -0.09
1 riffle | edge | 73.84| 48.50| 30.24| -4.96f -18.35] 1.06/ 1.84] 0.11] 0.01] -0.05] -0.10] 0.11} -0.10
1 riffle | edge | 69.60[ 50.29] 33.12| -4.98| -16.83] -3.03] 1.69] -0.10| -0.02| 0.06] -0.14] 0.06] -0.08
1 riffle | edge | 55.24] 43.15| 30.28] -3.00| -10.92| -1.65/ 1.09] -0.14] 0.02) 0.36] -0.04] 0.04] 0.12
1 riffle | center| 71.23| 60.21] 28.51] 12.01f -4.02) 9.86/ 0.40] 0.05| 0.19] 2.52] 0.32] 0.63] 45.20
1 riffle | center | 116.87] 87.39| 39.19] 26.73| -4.65| 11.05| 0.46| 0.07] 0.18/ -0.17| 0.02] 0.11] 0.15
1 riffle | center | 152.27] 117.89| 46.59] 34.80| -11.98] 7.68/ 1.20f 0.18] 0.21] -0.09] 0.04] -0.04] 0.23
1 riffle | center | 165.85[ 129.04| 68.47| 66.60f 0.37] 10.38/ -0.04] 0.22] 0.17| -0.07] -0.16] -0.15| 0.14
1 riffle | center | 156.99] 141.54f 109.99] 52.88] 28.26| 8.23] -2.83] 0.03] 0.25| 0.11] -0.20] -0.05] -0.29
1 riffle | center | 152.70f 167.61| 105.09| 47.32f 25.75] 17.67| -2.58] 0.19] 0.45| 0.20f -0.22] 0.16] -0.03
1 riffle | center | 139.51| 144.98] 100.61| 32.19 17.75] 10.98/ -1.78] 0.17] 0.35| 0.26] -0.01] -0.08] 0.16
1 riffle | edge | 38.69] 56.46/ 39.58] 0.03| -13.06f 17.36] 1.31| -0.05] -0.42] 3.73] 0.41] 2.52] 60.77
1 riffle | edge | 104.62f 111.53] 52.15| 29.21| -28.32) 26.01| 2.83] 0.30] 0.05| 0.14] 0.05] -0.22| 0.40
1 riffle | edge | 161.68] 112.19 74.71] 35.49| -20.72| 13.62] 2.07| 0.38] 0.24] -0.31] -0.09] -0.18] 0.20
1 riffle | edge | 180.21f 137.92| 78.28| 30.31| -26.95] 1146 2.70] 0.33] 0.20f -0.18] -0.16] -0.10f -0.22
1 riffle | edge | 232.43| 206.78] 112.23| 24.41] -17.07] -9.32 171 0.07] 0.10] -0.10] -0.32] -0.49] -0.21
1 riffle | edge | 285.95| 192.87| 126.05| -16.06] -30.86f -5.00/ 3.09] 0.17|] -0.18/ 0.06| -0.18] -0.36] -0.30
1 riffle | edge | 300.99f 178.45| 111.01| -35.29| -31.42] -2.50{ 3.15] 0.12] -0.26] 0.11f -0.35] -0.32| -0.23
2 run edge | 65.08] 53.81| 32.60| 10.73] -9.16| -11.51| 0.92] -0.04] 0.24] 12.14] 0.00] 0.08] 251.68
2 run edge | 87.66] 51.83] 12.85| 10.63] -12.25| -11.17 1.23| -0.07] 0.26] -0.01] -0.30] 0.24] -0.17
2 run edge | 68.96] 40.00| 13.48| 15.32) -7.80] -4.94 0.78] -0.21] 0.10] 0.09] 0.01] 0.05] -0.02
2 run edge | 104.60] 80.52| 21.76| 14.05] 1.94] -10.07f -0.19] -0.10f -0.01] 0.02] 0.03] -0.05] -0.09
2 run edge | 64.41| 56.16] 24.49| 11.82] -10.22| -7.08f 1.02] -0.13| -0.10f 0.12] -0.15f -0.01] 0.13
2 run edge | 52.62] 50.36] 19.79| 10.27] -3.88] -6.04] 0.39] -0.09] -0.32] 0.29] -0.12f 0.19] 0.27
2 run edge | 47.74| 57.22| 19.12| 10.78] -4.31] -5.79| 0.43] 0.07] -0.17] 0.23] -0.01] 0.11] 0.21
2 run | center| 66.26] 66.40f 23.41] -2.03| -19.42] -7.22 1.94| 0.26] 0.07] -0.07] -0.01] -0.21] -0.19
2 run | center| 73.07| 50.16] 25.82] -6.77| -23.37] -4.90] 2.34] 0.00] 0.12| 0.17] -0.26] -0.15] -0.45
2 run | center| 74.18] 53.86] 18.20| -3.15| -12.23] -7.29 1.22| -0.09] -0.06) 0.24] 0.10] -0.01] 0.15
2 run | center| 49.67| 35.10f 18.27] -0.47| -10.75] -2.66] 1.08] -0.13] -0.08/ 0.16] 0.03] -0.02] 0.04
2 run | center| 37.04] 29.53] 16.85] -0.64] -7.08] -0.57] 0.71] -0.03] 0.06] -0.03] -0.07] -0.13] 0.11
2 run | center| 34.51| 24.32] 15.05| -0.49] -4.33] 0.52| 0.43] -0.05| 0.00f -0.08] -0.13] 0.06] 0.06
2 run edge | 54.50| 66.24] 6.70| -13.40] -9.20] -3.52f 0.92] -0.09] 0.03] -0.08] -0.10f 0.23] -0.16
2 run edge | 33.85| 31.07] 9.29] 0.06] -6.04] -2.99] 0.61) 0.08 -0.10] -0.25] 0.20f 0.08] 0.02
2 run edge | 81.44| 82.26] 16.91| -9.15| -8.14] 4.80f 0.82) 0.06f -0.01] -0.21] 0.13] 0.12] 0.14
2 run edge | 46.42] 65.30] 16.55| -4.62] -7.60] 5.70] 0.76] 0.04] -0.14] -0.22] 0.12] -0.04] -0.04
2 run edge | 39.21| 52.40| 18.41| -2.10] -2.12] 0.68] 0.21] 0.12| -0.21] -0.12] -0.10f -0.04] 0.12
2 run edge | 37.69] 55.61| 27.47| -4.49 1.23] 0.55[ -0.12) 0.08] -0.25] -0.25] 0.06] -0.10] 0.04
3 pool | edge | 23.06| 18.70] 1.86] -0.88] 0.37] 0.53] -0.04] -0.09] 0.11] 0.03] 0.16] 0.33] 0.14
3 pool | edge | 11.31f 7.76] 2.36] -0.35| -1.02) 0.09] 0.10f -0.27] 0.03] -0.18] 0.00] 0.08] -0.18
3 pool | edge | 10.50f 8.87] 2.33] 1.52| 0.14] -0.09] -0.01] -0.07] 0.05] 0.28] 0.35] 0.06] -0.12
3 pool | edge | 10.49| 9.28] 2.44| 151 0.44] -0.50[ -0.04] 0.05| 0.09] -0.31] 0.22] 0.01] 0.25
3 pool | edge | 12.28| 8.18] 197/ 1.89 0.81] -0.24] -0.08] 0.09] 0.08 0.11] -0.05] 0.07] -0.24
3 pool | edge 9.47] 8.26] 1.80] 0.05] 0.60] -0.14f -0.06] -0.01] 0.08] 0.27] 0.12] 0.28] 0.13
3 pool | center| 16.01f 9.74] 2.05| -0.65| -0.52] -0.59| 0.05] 0.11] 0.00f -0.04f -0.17] 0.06] 0.16
3 pool | center| 18.81| 10.46] 2.70] 0.04f -1.46] -0.51| 0.15] 0.28] 0.18/ -0.04] -0.22] 0.35] -0.08
3 pool | center| 60.03| 49.61] 5.13] -6.03] 0.85] -0.88] -0.09] 0.03] 0.05|] -0.09] 0.14] 0.29] 0.05
3 pool | center| 19.49| 17.83] 5.17| -0.61f -1.65] -1.35/ 0.16] 0.10/ 0.17| 0.15] 0.00] 0.06] -0.30
3 pool | center| 20.86| 15.33] 5.52| -0.43| -3.62] 0.32] 0.36] -0.24] 0.05] 0.32] 0.04] 0.05| -0.04
3 pool | center| 15.91| 15.25| 4.49| -0.52f -1.89] 0.14] 0.19] -0.14] 0.03] 0.23] 0.09] -0.09] -0.08
3 pool | center| 15.36f 13.25| 3.01] -0.07| -0.41] -0.30f 0.04] -0.06] -0.06] 0.17 0.13] -0.03] 0.01
3 pool | edge | 26.26] 49.76] 1.26] 1.76] -1.40] -1.82| 0.14] 0.29] -0.36] 0.12] 0.30] 0.09] 0.19
3 pool | edge 280 2.50] 0.61] 048 0.06] -0.26] -0.01] 0.06] 0.09] -0.45] 0.21] 0.98] 0.28
3 pool | edge | 11.84| 8.49] 192 -1.22f -1.03] 0.80f 0.10] 0.00] -0.11| -0.22] -0.01] 0.31] 0.10
3 pool | edge | 13.84| 11.58] 3.34] -2.32f -1.17] 0.80f 0.12] 0.21] 0.04f] -0.01f 0.03] 0.00f 0.21
3 pool | edge | 11.32f 9.92] 3.19] -1.90f -0.60] -0.08)f 0.06] 0.13] 0.03] 0.20f 0.19] 0.13] 0.23
3 pool | edge | 18.31| 12.46] 358 -3.36| -1.06) 0.09/] 0.11] -0.08/ 0.07| -0.02] -0.16] -0.01} 0.12
3 pool | edge | 17.17| 9.59| 2.85| -2.43| -1.47| 0.14f 0.15| 0.04] 0.02| 0.47] 0.69] 0.37] 0.57
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FigureC.1. Timeseriesvelocity for St. Maries C.S. 1, Station 3, 0.6h

Figure C.2. Time series by unit for the St. Mariesreach at 0.6h
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Figure C.3. Time seriesdata by transverse location for the St. Maries, C.S. 2
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Figure C.4. Time seriesdata by vertical location for the St. Maries, C.S. 2
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Figure C.15. Potlatch reach streamwise velocity distributions and velocity vectors
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Figure C.17. St. Mariesreach vertical velocity distributions

164




Trans. Distance (m)

[any
o

[é)]

o

Vertical Velocity (cm/s): -2 -15 -1 -05 0 05 1 15 2

a)lcm

o

10 20 30 40 50 60
Streamwise Distance (m)

Trans. Distance (m)

=
o

b) 2 cm

10 20 30 40 50 60
Streamwise Distance (m)

Trans. Distance (m)

10 20 30 40 50 60
Streamwise Distance (m)

Trans. Distance (m)

d) 0.2h

10 20 30 40 50 60
Streamwise Distance (m)

Trans. Distance (m)

10 20 30 40 50 60
Streamwise Distance (m)

Trans. Distance (m)

f) 0.6h

10 20 30 40 50 60
Streamwise Distance (m)

Trans. Distance (m)

[¢)]

o

g) 0.8h

10 20 30 40 50 60
Streamwise Distance (m)

Figure C.18. Potlatch reach vertical velocity distributions
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Figure C.19. Potlatch reach streamwise turbulence intensity distributions
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Figure C.20. St. Mariesreach transverse Tl distributions
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Figure C.21. Potlatch reach transverse Tl distributions
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Figure C.22. Potlatch reach TKE distributions
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Appendix D: Supplementary information for Chapter 3

TableD.1. Summary of ADV data from the Potlatch reach

River | Station| z/h Umag Us Ut Uv Tl's TIt Tlv Csv
Potlatch 1] 0.01] 3948| 3886 581 -3.93] 12.65| 14.86] 13.68[ -22.50
Potlatch 1) 0.02] 4465 4341 893 -547] 11.67] 1022 9.27[ -38.93
Potlatch 1) 0.05] 5491 5465 4.04] -3.44| 1354| 10.14 9.69| -36.64
Potlatch 1) 0.07] 5865 5861 152 -1.49] 12.73| 1037 11.33[ -27.65
Potlatch 1) 0.10] 6252 6251 064 -097] 13.88] 10.34] 12.06[ -29.13
Potlatch 1) 0.45] 6945] 6945 -0.65] 0.02] 13.80] 10.54] 15.68[ -38.80
Potlatch 1) 0.23] 7334 7333] -058] 0.42] 13.94] 10.23| 14.34[ -49.37
Potlatch 1) 031] 80.38] 8037 -0.07 1.25| 1310 9.73| 13.70] -21.58
Potlatch 1) 046] 9159 9158 -040] 0.92] 11.56] 8.94] 14.93[ -22.95
Potlatch 1) 0.62] 9285 9285 -037] -0.15| 9.53| 7.64] 14.04[ -7.75
Potlatch 2| 0.02] 4240| 4227 -072 -3.20] 1598| 11.87] 11.97[ -65.06
Potlatch 2] 0.06] 49.17| 4858 7.06[ -2.79] 14.45] 1156] 9.62[ -41.77
Potlatch 2] 0.12] 6532] 6522 329 -165] 14.74] 952| 10.59 -43.99
Potlatch 2| 0.24] 76.80| 76.79] 024 -1.10] 13.43] 9.08] 854 -36.38
Potlatch 2] 036] 8575| 85.75] 044 -042] 1151] 8.60] 13.73| -16.14
Potlatch 2] 048] 90.23] 90.23] 007 -0.85 10.10] 7.70] 13.32[ -16.61
Potlatch 2] 0.60] 93.56] 9356] -0.02[ -0.86] 11.82] 6.98] 15.65| -23.24
Potlatch 2] 0.71] 9459] 9459| -0.68 106 923 691] 16.54] -7.84
Potlatch 2] 0.76] 97.20] 97.18] 0.04f 218 9.26] 650/ 1160 -8.11
Potlatch 3] 0.01] 1441] 1227 726 -210] 859 765 507 -404
Potlatch 3] 0.02] 22.08] 20.26f 787 -3.88 11.18] 1225 8.13[ -19.43
Potlatch 3] 0.03] 30.09] 27.44] 1105/ -553] 11.36] 12.64] 8.39[ -27.59
Potlatch 3] 0.11] 47.84] 4782 0.66 117/ 1338 11.42] 12.96] -78.01
Potlatch 3] 0.21] 65.76] 65.71f -245] 0.87] 16.56] 9.69] 13.86[ -43.58
Potlatch 3] 032 7479| 7476 -191| 093] 1355 9.73] 16.26[ -1.11
Potlatch 3] 043] 81.44] 8141 -190[ -0.09] 14.01] 9.21] 14.45[ -29.56
Potlatch 3] 053] 89.82] 89.73] -3.12 249| 12.77] 9.82| 20.89 -12.70
Potlatch 3] 0.64] 93.19] 93.14f -303| -057] 11.71] 854 14.82[ -29.23
Potlatch 3] 0.85| 94.69] 9466 -224 086 9.15] 8.78] 2051 -12.47
Potlatch 3| 094] 9295| 9252 -7.03| 558 11.46] 10.78] 1943 -3.09
Potlatch 4 001] 1252] 1097 577 174 739] 6.25| 3.95| 236
Potlatch 4 002 3503] 3444] 6.32] 069 1164] 1238 9.70| -2341
Potlatch 4 004 3899| 3856] 576] -0.26] 13.42| 12.30| 10.14] -28.53
Potlatch 4 006 4199] 41.78] 4.20] -0.64f 13.47| 10.39] 8.30| -44.66
Potlatch 4 0.12| 59.52| 59.44] 3.01] -0.59| 13.11] 9.89] 12.26] -28.99
Potlatch 4 0.24| 7255 7255] 0.05| -0.35| 12.26] 9.30| 13.14] -28.43
Potlatch 4 036 8219| 8219] -0.61] -0.18| 12.86| 8.04] 14.99] -15.95
Potlatch 4 048 8698 86.97] -1.18| -027| 949 7.34] 17.23] 7.16
Potlatch 4 060[ 90.95| 90.93] -2.08] -0.19| 787 7.45] 17.21] -151
Potlatch 4 084 9098 90.89] -331] 220 642 6.80] 15.63] 3.48
Potlatch 5| 0.01] 22.18] 2044 861 032 7.14] 6.70] 289 1.39
Potlatch 5| 0.02] 32.70] 3249 353 -1.03] 9.94] 957|] 10.13[ -29.29
Potlatch 5| 0.04] 36.26] 36.23] 098] -0.85| 12.46] 10.50] 13.64[ -33.81
Potlatch 5| 0.06] 41.99] 41.99] -0.05[ -0.35| 10.55| 8.98] 10.80[ -23.31
Potlatch 5| 0.12] 5452| 5451 -090f 0.56] 10.67] 8.32] 13.98] -33.38
Potlatch 5| 0.25| 63.87| 6387 061 -0.17] 10.77] 7.64] 13.93] -31.20
Potlatch 5| 037] 7127] 7127 028 -0.01] 6.18 6.41] 172 250
Potlatch 5/ 0.49] 76.73] 76.73] 0.10f -0.04] 6.32] 6.37 1.66[ 253
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TableD.2. Summary of ADV data for the St. Mariesreach

River | Station| z/h Umag Us Ut Uv Tl's TIt Tlv Csv
St. Maries 1] 0.01] 3327 3326 0.75] -0.49] 9.04] 1158 317 -192
St. Maries 1) 0.02] 4088 40.76] -133] 2.79] 15.73] 13.03] 12.76[ -18.35
St. Maries 1) 0.03] 4398 4393 120] 152] 10.17] 1156 9.49[ -23.42
St. Maries 1) 0.05| 4861 4853] -107] 258 1228] 953] 1151 -40.35
St. Maries 1) 0.09] 57.13] 57.11] -0.01 1.73] 1201 8.78] 11.24] -32.13
St. Maries 1) 0.19| 66.60] 66.60f -0.46] 0.21] 10.95| 7.05] 10.29[ -15.56
St. Maries 1) 038] 7561 7561 0.14] 0.05] 8.26] 596] 1232 -7.03
St. Maries 1) 047] 7901 7901 035 -0.26] 7.71] 562 1234 -18.43
St. Maries 1) 0.66] 8258 8256 053] -151] 6.43] 497 1466 -21.12
St. Maries 1) 0090] 81.05] 8095 -394 -037] 554 452 935 -587
St. Maries 2] 0.01] 28.28] 25.64f -10.83] 501} 10.62] 13.22| 8.24[ -15.06
St. Maries 2] 0.03] 3541] 34.23] -812 403] 11.87] 13.77] 9.87[ -32.43
St. Maries 2] 0.04] 44.70| 4451 -2.16] 3.48] 12.55| 10.83] 10.69| -53.67
St. Maries 2] 0.09] 51.81] 5178 0.60f 1.41] 13.12] 9.26] 9.99 -3421
St. Maries 2] 0.18]| 66.08] 66.07f 087 0.59] 10.42] 848] 11.14 -22.37
St. Maries 2] 035] 76.00] 7598 170 -0.18] 11.35| 6.94] 14.62[ -23.49
St. Maries 2] 053] 88.04] 88.00f 083 -239] 897 659 17.07[ -21.87
St. Maries 2] 0.71] 88.03] 88.01] 096 -161] 6.81] 545 2137 -044
St. Maries 2] 0.88] 8557] 8552 -272[ -130] 529| 535 17.86| -2.84
St. Maries 3] 0.01] 26.63] 26.41] 340 057] 7.23] 6.21] 337 -344
St. Maries 3] 0.02] 3452] 3394 538 323 879 6.72] 260 740
St. Maries 3] 0.03] 51.25| 50.89] 6.04f 0.70] 12.43] 11.02] 9.97( -18.20
St. Maries 3] 0.11] 61.07] 61.03] 196/ -097] 9.77] 7.68] 10.90f -21.47
St. Maries 3] 0.23] 71.98] 7197 -111f 0.40] 830 5.66] 12.04[ -1354
St. Maries 3] 046] 7712] 77.01f -418] 0.02] 4.92] 3.69] 1592 -23.08
St. Maries 3] 069] 7853] 7853] 020 048] 865 6.69] 14.75] -16.66
St. Maries 3] 092] 79.18| 7895 -6.06[ 0.89] 4.47] 420 926 -6.88
St. Maries 4 001 2066| 1886] 845 034 749 776 3.99] -432
St. Maries 4 002 3094| 29.76] 833] -130f 930 9.56) 6.71] -27.45
St. Maries 4 003 3439 3341] 7.88] -218| 10.66| 9.76| 7.74] -24.75
St. Maries 4 005 4147] 4113] 511] -1.19| 10.74] 8.14] 6.60| -27.24
St. Maries 4 0.10] 52.60| 5243] 4.16] -0.74f 10.71] 8.03] 5.85| -14.02
St. Maries 4 020 6798 6797] 1.10] -101| 1042 832 742 -7.82
St. Maries 4 029 7405 74.04] -117] 086 1004 7.32) 5.93] -1131
St. Maries 4 039 8715 87.08] -354] 094 725 554 642 -166
St. Maries 4 059 86.96| 86.77] -558 115 669 477 511] -243
St. Maries 4 083 8553] 8525| -574] 391 542 445 427 082
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Table D.3. Summary of ADCP data for the Potlatch reach

River Station| z/h mag Us Ut Uv Tls TIt Tlv Csv
Potlatch 1 0.06] 70.44] 54.77 3.26] -3.93] 40.23[ 39.08] 10.02] 55.66
Potlatch 1 0.14| 77.79] 62.98 8.30] -2.09] 33.01f 32.78 8.71| 126.36
Potlatch 1 0.22| 76.71] 69.23 3.02| -0.76] 27.27[ 25.89 6.81| 80.68
Potlatch 1 0.29| 77.76] 72.12 152] -0.71] 29.05] 27.79 7.27] 50.67
Potlatch 1 0.37| 8252 77.27 0.28| -1.42| 27.76] 27.66 7.00] 41.60
Potlatch 1 0.45| 86.38] 81.82 0.76] -1.94] 27.59( 26.93 7.19] 45.75
Potlatch 2 0.15| 69.86] 60.92| -0.70] -0.10] 31.00f 27.19 7.21) 42.73
Potlatch 2 0.21] 70.01] 67.59] -1.06] -0.02] 27.84f 27.79 7.05| 34.54
Potlatch 2 0.27| 77.56] 71.67] -0.76] -0.39] 27.23| 28.13 7.12] 42.64
Potlatch 2 0.33] 81.11] 75.82 -1.21] -0.34] 28.30f 27.16 7.24] 49.15
Potlatch 2 0.39] 84.79] 79.91] -1.02] -0.76] 27.60f 27.21 7.15| 46.83
Potlatch 2 0.45| 88.97] 84.12| -0.47] -0.80] 28.27{ 27.77 7.22| 43.78
Potlatch 2 0.51] 90.08] 85.80 0.12] -1.09] 27.64| 26.44 6.99] 36.07
Potlatch 2 0.57| 92.52| 88.63] -0.67| -1.46] 26.88] 25.61 7.07] 39.28
Potlatch 3 0.14| 67.68] 60.46 1.62 0.30] 33.24] 26.86 8.30| 115.24
Potlatch 3 0.19] 74.44] 66.55 1.08 0.22| 31.56] 26.58 7.79] 86.10
Potlatch 3 0.24| 76.59| 70.67 0.77 0.85| 29.26] 27.88 7.43] 4291
Potlatch 3 0.30| 79.27| 73.24 0.01 1.21] 28.58| 28.56 7.13] 43.01
Potlatch 3 0.35| 81.04] 75.68 0.40 0.90| 28.74] 27.38 7.04] 43.26
Potlatch 3 0.40| 85.11] 80.00f -0.50 0.96] 28.48] 27.68 7.28| 43.03
Potlatch 3 0.46|] 86.96] 82.18] -0.31 0.70] 28.17] 27.46 7.39] 39.68
Potlatch 3 0.51] 90.32] 85.62] -2.09 0.59] 28.58] 27.68 7.38] 30.15
Potlatch 3 0.56] 92.00] 87.73] -1.01 0.15] 27.03] 26.98 7.19| 42.82
Potlatch 3 0.62] 94.98] 90.79] -0.77] -0.19] 27.29f 26.89 7.25| 45.93
Potlatch 4 0.14] 68.77] 62.01 2.56 0.16] 28.34] 27.48 7.74] 48.06
Potlatch 4 0.20| 68.85] 66.35 4.07 1.08] 27.64f 27.35 7.13| 38.58
Potlatch 4 0.27] 75.30f 69.50 3.29 0.40] 28.93] 27.34 7.09] 40.64
Potlatch 4 0.33] 80.23] 74.95 1.75 0.25| 27.14] 27.28 7.01] 28.02
Potlatch 4 0.39] 85.47] 80.36 2.96] -0.28] 27.12f 28.29 7.42] 36.18
Potlatch 4 0.45| 87.37] 82.87 1.20] -0.08] 26.33] 27.07 6.98| 29.75
Potlatch 4 0.51| 88.86] 84.74 0.05| -0.07] 27.33] 25.64 6.75| 32.32
Potlatch 4 0.57| 92.12| 87.86] -0.54] -0.79] 27.17[f 26.83 6.88| 26.87
Potlatch 5 0.12) 59.30] 43.86] -1.61] -1.17] 32.10f 35.48 8.71] 8191
Potlatch 5 0.19| 58.18] 46.87 2.62 0.05] 28.55| 31.88 7.80] 48.61
Potlatch 5 0.25| 61.66] 54.94 3.75 0.06] 27.37] 25.51 6.87] 35.24
Potlatch 5 0.31) 67.26] 61.28 4.76] -0.09] 27.13] 25.81 6.94] 26.81
Potlatch 5 0.37] 71.03] 65.23 3.17| -0.14] 27.08[ 26.52 7.03] 30.76
Potlatch 5 0.43] 73.93] 68.52 291 -0.35] 27.01f 26.25 6.67| 18.48
Potlatch 5 0.49| 76.15] 71.14 1.46] -0.30f 26.52| 25.86 6.78| 27.18
Potlatch 5 0.56| 76.74] 72.16 1.36] -0.42| 25.56] 25.29 6.77] 28.20
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Table D.4. Summary of ADCP datafor the St. Mariesreach

River Station| z/h mag Us Ut Uv Tls TIt Tlv Csv
St. Maries 1 0.14] 63.04] 56.36 0.86] -0.41] 26.58] 26.40 6.91| 16.38
St. Maries 1 0.19] 66.25] 60.30] -0.49] -0.47] 25.98[ 25.94 6.90| 28.15
St. Maries 1 0.24| 69.79] 63.66] -0.79] -0.46] 27.34] 26.51 6.82| 26.36
St. Maries 1 0.28| 71.57] 65.65| -0.43] -0.46] 27.01f 27.23 6.80| 22.73
St. Maries 1 0.33] 72.71] 67.15 0.03] -0.26] 26.96] 26.52 6.71) 22.19
St. Maries 1 0.38| 74.35] 69.24] -0.74] -0.49] 26.83] 25.67 6.75| 15.54
St. Maries 1 0.42| 75.66] 70.52| -1.86] -0.55] 25.63] 26.25 6.79] 21.68
St. Maries 1 0.47| 76.72] 71.81] -1.21] -0.43] 26.43] 26.00 6.59| 24.20
St. Maries 1 0.52| 78.69] 74.11] -0.58| -0.65] 26.21| 25.47 6.80| 17.60
St. Maries 1 0.57| 79.92] 75.35| -1.39] -0.82] 25.75| 25.59 6.73] 19.73
St. Maries 1 0.61] 80.80] 76.55| -1.32] -1.07] 25.54f 24.83 6.73] 16.20
St. Maries 1 0.66] 80.90] 76.67] -0.60] -1.22] 25.31f 25.07 6.65| 22.94
St. Maries 2 0.68| 76.69] 72.87] -2.23] -0.38] 31.76f 23.17 7.22] -9.16
St. Maries 2 0.64| 76.47] 72.58] -1.81] -0.04] 31.59( 23.32 7.08| -8.40
St. Maries 2 0.59| 75.07] 70.97| -2.57 0.34] 31.44] 23.39 7.05| -12.14
St. Maries 2 0.55| 75.78] 71.52| -2.38 0.49] 31.79] 24.58 7.55| -14.78
St. Maries 2 0.50| 73.37] 68.93] -1.02 0.21] 31.78] 24.56 7.17) -4.08
St. Maries 2 0.46| 72.44] 67.39] -0.13] -0.19] 31.71f 25.61 7.31] -15.53
St. Maries 2 0.42] 70.96] 65.83 0.44 0.02] 31.80] 25.56 7.36| -22.46
St. Maries 2 0.37] 69.25] 63.90 0.45 0.09] 31.48] 26.09 7.60| -22.99
St. Maries 2 0.33] 68.01] 62.54 0.29 0.13] 30.81] 25.71 7.47| -14.33
St. Maries 2 0.28| 65.30] 59.71] -0.08 0.20] 31.48] 24.89 7.47| -22.22
St. Maries 2 0.24] 61.96] 56.12 2.43] -0.14] 30.36] 25.15 7.65| -20.94
St. Maries 2 0.19] 60.00f 53.47 2.12] -0.34] 29.36] 25.95 7.68| -15.67
St. Maries 2 0.15| 56.96] 50.62 3.10] -0.10] 28.54 24.61 7.66| -14.48
St. Maries 2 0.11) 22.37 17.00 1.66] -0.36] 28.30] 22.83 7.48| -23.58
St. Maries 3 0.13] 65.36] 57.67 2.90 0.63| 35.78] 27.17 8.14| 100.94
St. Maries 3 0.18| 63.35] 56.02 4.62| -0.54] 27.74] 26.59 6.78| 27.78
St. Maries 3 0.24| 65.87] 60.04 4.81| -0.21] 26.03] 25.30 6.71] 18.49
St. Maries 3 0.30|] 68.52] 62.81 1.81] -0.27| 26.29] 25.95 6.40| 18.21
St. Maries 3 0.36] 69.27] 63.99] -0.27 0.02] 27.15] 25.19 6.58| 33.41
St. Maries 3 0.41) 72.56] 67.42 0.27] -0.07] 26.65[ 25.40 6.54| 16.35
St. Maries 3 0.47] 74.58] 69.93 0.03] -0.07] 25.64f 24.96 6.61] 24.93
St. Maries 3 0.53] 75.12] 70.41] -0.10| -0.25] 26.58[ 25.30 6.61] 19.87
St. Maries 3 0.59| 75.84] 71.18f -0.35| -0.69] 25.31f 25.10 6.58 8.48
St. Maries 4 0.16] 59.34] 49.97 2.45 0.97| 26.28] 30.65 7.46| 23.73
St. Maries 4 0.21] 60.47f 53.47 1.95 0.54] 27.41] 25.86 6.73] 27.20
St. Maries 4 0.25| 63.79] 57.13 0.78 0.98] 27.11] 26.78] -21.34[ 29.25
St. Maries 4 0.30] 64.33] 57.91 1.19 0.93] 25.95| 26.52[ -22.52 26.66
St. Maries 4 0.35| 66.90f 61.11 0.13 0.57] 26.35] 25.90{ -23.58 28.38
St. Maries 4 0.40| 69.86] 64.67] -0.60 0.54] 26.38] 25.09 -24.43] 24.74
St. Maries 4 0.45| 71.67] 66.16] -1.15 0.65] 26.28] 26.39| -24.74] 17.94
St. Maries 4 0.50| 73.47] 67.88] -0.57 0.63] 27.18] 26.66[ -25.06[ 27.92
St. Maries 4 0.55| 74.22] 69.51] -1.56 0.39] 25.96] 24.92f -26.66[ 20.00
St. Maries 4 0.60| 74.34] 69.55 0.24 0.14] 25.44] 25.09f -27.02[ 21.95
St. Maries 4] 0.6471| 75.199| 70.475| -1.633| -0.123| 25.019| 25.187| -27.334| 28.992
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FigureD.1. ADV and ADCP streamwise velocity and velocity magnitude profilesfor
the Potlatch reach, Station 2, Z=0.5H
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Figure D.2. ADV and ADCP streamwise velocity and velocity magnitude profilesfor
the Potlatch reach, Station 5, Z=0.5H
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Appendix E: Supplementary information for Chapter 4

TableE.1. Ash freedry massdata for periphyton samples

Sample Set Age Shear AFDM Scour | % Scour
1 1 1 0 00011} 0.0000 0.00
2 1 1 0 00011} 0.0000 0.00
3 1 1 1) 0.0016) 0.0007 30.43
4 1 1 1) 0.0016) 0.0007 30.43
5 1 1 2| 0.0020] 0.0003 13.04
6 1 1 2| 0.0016] 0.0007 30.43
7 1 1 3] 0.0012] 0.0011 47.83
8 1 1 3] 0.0002] 0.0021 91.74
9 1 1 4| 0.0002( 0.0021 91.30

10 1 1 4| 0.0003[ 0.0020 86.96
11 1 2 0] 0.0046] 0.0000 0.00
12 1 2 O 0.0034] 0.0000 0.00
13 1 2 1] 0.0038] 0.0002 5.00
14 1 2 1] 0.0030) 0.0010 25.00
15 1 2 2| 0.0036] 0.0004 10.00
16 1 2 2| 0.0036] 0.0004 10.00
17 1 2 3] 0.0024| 0.0016 40.00
18 1 2 3| 0.0016] 0.0024 60.00
19 1 2 4| 0.0025[ 0.0015 37.50
20 1 2 4| 0.0023[ 0.0017 42.50
21 2 1 0 0.0016] 0.0000 0.00
22 2 1 0 0.0025] 0.0000 0.00
23 2 1 1] 0.0029] 0.0016 35.56
24 2 1 1) 0.0043] 0.0002 4.44
25 2 1 2| 0.0028] 0.0017 37.78
26 2 1 2| 0.0012] 0.0033 73.33
27 2 1 2| 0.0026] 0.0019 42.22
28 2 1 3] 0.0000] 0.0045] 100.00
29 2 1 3] 0.0003] 0.0042 93.33
30 2 1 4| 0.0000f 0.0045] 100.00
31 2 1 4| 0.0000{ 0.0045] 100.00
32 2 3 0] 0.0075] 0.0000 0.00
33 2 3 0[ 0.0060] 0.0000 0.00
34 2 3 0[ 0.0050] 0.0000 0.00
35 2 3 1] 0.0056) 0.0033 37.08
36 2 3 1) 0.0046| 0.0043 48.31
37 2 3 2| 0.0077] 0.0012 13.48
38 2 3 2| 0.0048] 0.0041 46.07
39 2 3 3] 0.0055] 0.0034 38.20
40 2 3 3 0.0072] 0.0017 19.10
41 2 3 4| 0.0049] 0.0040 44.94
42 2 3 4| 0.0011f 0.0078 87.64
43 2 3 4| 0.0027( 0.0062 69.66
44 3 1 0[ 0.0034] 0.0000 0.00
45 3 1 0[ 0.0086] 0.0000 0.00
46 3 1 0 0.0022] 0.0000 0.00
47 3 1 0 0.0039] 0.0000 0.00
48 3 1 1] 0.0040) 0.0002 4.76
49 3 1 1] 0.0033] 0.0009 21.43
50 3 1 2| 00021} 0.0021 50.00
51 3 1 2| 00014 0.0028 66.67
52 3 1 3] 0.0026] 0.0016 38.10
53 3 1 3] 0.0002] 0.0040 95.24
54 3 1 4| 0.0000f 0.0042] 100.00
55 3 1 4| 0.0005( 0.0037 88.10
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TableE.1 (continued). Ash free dry massdata for periphyton samples

Sample Set Age Shear AFDM Scour % Scour
56 3 4 0 0.0045 0.0000 0.00
57 3 4 0 0.0044 0.0000 0.00
58 3 4 0 0.0085 0.0000 0.00
59 3 4 1 0.0028 0.0002 211
60 3 4 1 0.0051 0.0014 14.74
61 3 4 1 0.0038 0.0022 23.16
62 3 4 2 0.0081 0.0026 27.37
63 3 4 2 0.0067 0.0027 28.42
64 3 4 3 0.0069 0.0028 29.47
65 3 4 3 0.0068 0.0044 46.32
66 3 4 4 0.0073 0.0057 60.00
67 3 4 4 0.0093 0.0067 70.53
68 4 1 0 0.0082 0.0000 0.00
69 4 1 0 0.0069 0.0000 0.00
70 4 1 0 0.0080 0.0000 0.00
71 4 1 1 0.0082 0.0000 0.00
72 4 1 1 0.0064 0.0036 36.00
73 4 1 2 0.0070 0.0030 30.00
74 4 1 2 0.0081 0.0019 19.00
75 4 1 3 0.0097 0.0003 3.00
76 4 1 3 0.0099 0.0001 1.00
77 4 1 3 0.0051 0.0049 49.00
78 4 1 4 0.0032 0.0068 68.00
79 4 1 4 0.0023 0.0077 77.00
80 4 5 0 0.0021 0.0079 79.00
81 4 5 0 0.0020 0.0080 80.00
82 4 5 1 0.0042 0.0058 58.00
83 4 5 1 0.0056 0.0044 44.00
84 4 5 2 0.0019 0.0081 81.00
85 4 5 2 0.0045 0.0055 55.00
86 4 5 2 0.0032 0.0068 68.00
87 4 5 3 0.0061 0.0039 39.00
88 4 5 3 0.0014 0.0086 86.00
89 4 5 4 0.0011 0.0089 89.00
90 4 5 4 0.0014 0.0086 86.00
91 4 5 4 0.0013 0.0087 87.00
92 5 1 0 0.0141 0.0000 0.00
93 5 1 0 0.0125 0.0000 0.00
94 5 1 0 0.0140 0.0000 0.00
95 5 1 1 0.0138 0.0000 0.00
96 5 1 1 0.0205 0.0005 2.38
97 5 1 2 0.0175 0.0035 16.67
98 5 1 2 0.0205 0.0005 2.38
99 5 1 3 0.0200 0.0010 4.76
100 5 1 3 0.0118 0.0092 43.81
101 5 1 3 0.0171 0.0039 18.57
102 5 1 4 0.0113 0.0097 46.19
103 5 1 4 0.0157 0.0053 25.24
104 5 6 0 0.0186 0.0024 11.43
105 5 6 0 0.0184 0.0026 12.38
106 5 6 1 0.0093 0.0117 55.71
107 5 6 1 0.0177 0.0033 15.71
108 5 6 2 0.0145 0.0065 30.95
109 5 6 2 0.0136 0.0074 35.24
110 5 6 2 0.0083 0.0127 60.48
111 5 6 3 0.0089 0.0121 57.62
112 5 6 3 0.0121 0.0089 42.38
113 5 6 4 0.0147 0.0063 30.00
114 5 6 4 0.0122 0.0088 41.90
115 5 6 4 0.0137 0.0073 34.76
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Appendix F: FORTRAN Code

Following is the FORTRAN code used for analyzingMBnd ADCP velocity

time-series data including rotation and calculabbmean and turbulence parameters.

File: turbo.dsw

II' Analyzes time series velocities to calculatdulence parameters implicit none
INTEGER aa,b,c,n,nbatch

double precision
time1(6000),u(6000),v(6000),w(6000),um,uadev,usder,uskew,ukurt,ym,vadev,vsde

v,vvar,vskew,vkurt,wm,wadev,wsdev,wvar,wskew,wkurtov,vvcov,wwcoVv,uvcov,uw
cov,vwcov,tke,ti, real cor,area
CHARACTER*16  batch,summary,input,spout,corout

print*,'Now running TurboSweet V2.0’
summary='summary.txt'
b=1024
nbatch=2

call filemaker()

call replace()

call rotate()

10 open(10,file="turbo.prn’)
open(98,file=summary)
write(98,1000)

15 do 100 aa=1,1000

read (10,*,end=101)input,spout,corout
open (11,file=input)

20 do n=1,6000
read (11,*,end=25)time1(n),u(n),v(n),w(n)

end do
25 continue
26 close (11)
n=n-1

call moment(u,n,um,uadev,usdev,uvar,uskew,ukurt)

call moment(v,n,vm,vadev,vsdev,vvar,vskew,vkurt)

call moment(w,n,wm,wadev,wsdev,wvar,wskew,wkurt)
ti=((usdev+vsdev+wsdev)/3)

call spectra(u,n,b,nbatch,input,spout,corout)area

call covariance(u,u,n,uucov)
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call covariance(v,v,n,vvcov)
call covariance(w,w,n,wwcov)
call covariance(u,v,n,uvcov)
call covariance(u,w,n,uwcov)
call covariance(v,w,n,vwcov)
tke=(0.5*(uucov+vvcov+wwcov))

write
(98,1100)input,spout,corout,um,vm,wm,usdev,vsdedewgdi,tke,area,uucov,vvcov,wwc
ov,uvcov,uwcov,vwcov,uskew,vskew,wskew,ukurt,vkukirt
|
print*,input,spout,corout,um,vm,wm,usdev,vsdev,aist,tke,area,uucov,vvcov,
WWCOV,UvCoV,uwcov,vwcov,uskew,vskew,wskew,ukurt stkukurt

100 continue
101 continue
close (10)
close (98)

print*,'End of program!'
read(*,*)

1000 format (‘input’,11x,',Spectra’,9x,",Correatj5x,",U Mean',4x,"\V Mean',4x,"\W
Mean'4x," X TI'\6x,Y TI',6x,,Z TI',6x,",Ave Thx,' ' TKE', 7%, Time S'4x,",UU
Cor',4x,"\VV Cor',4x," "WW Cor'4x,',UV Cor',4x,",UWor' 4%, VW Cor',4x,",U
Skew',4x,",V Skew',4x,",\W Skew',4x,",U Kurt',4x,'Qdurt’,4x,", W Kurt')
1100 format (als,',',al6,',',al6,',',f10.4,",'410,{10.4,',',f10.4,",',f10.4,",',f10.4,
'f10.4,,,f10.4,',',f10.8,",',f10.4,",",f10.4§10.4,",',f10.4,',",f10.4,,',f10.4,",",f10.4{10.4,"' f
10.4,,,10.4,',',f10.4,',f10.4)

end

SUBROUTINE filemaker ()
I This subroutine creates the output files forqgaesed data

character*16 batch
character*10 file(200)
integer*2 i,I,number

I print*,'What is the batch file name?’

batch="input.txt'

20 open(10,file=batch,status="old")
open(11,file="replace.prn’)
open(12,file="batch.prn’)
open(13,file="rotate.prn’)
open(14,file="orientation.prn’)
open(15,file="turbo.prn’)
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21 do 31 i=1,200
read (10,*,end=32)file(i)

31 continue

32 continue
close(10)
number=i-1

40 do 45 I=1,number
write(11,*file(l), . VFf,"," file(l),".rp'
write(12,%file(l),".rp',", " file(l),".rep’
write(13,*)file(l),".rep',"," file(l),".rot'
write(14,"file(l),".rep’
write(15,%file(l),".rot',"," file(l),".spe’, ' file(l),".cor’
45 continue

close(11)
close(12)
close(13)
close(14)
close(15)

end

SUBROUTINE replace()
Il This subroutine replaces the semi-colon delieddiles with commas

character*40 in,out
character*15 batch,input,output,com
integer a,b,c,d,e,f,l,m,n,i,j,k,s1,s2,s3,s4&8me,points,frq

10 open (10,file="replace.prn’)
12 do 41 i=1,1000

read(10,*,end=42) input,output
open (11,file=input)
open (12 file=output)

24 do 25j=1,8
read (11,*) com
25 continue

26 do 39 1=1,10000
31 read (11,*,end=41)in

sl=index(in,"")

s2=index(in(s1+1:),";")+s1
s3=index(in(s2+1:),";")+s2
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s4=index(in(s3+1:),";")+s3

sb=index(in(s4+1:),";")+s4

s6=index(in(s5+1:),";")+s5
out=in(1:s1-1)//','llin(s3+1:s4-1)/I','l/in(s485-1)//','//in(s5+1:56-1)

a=ichar(in(1:1))
b=ichar(in(2:2))
c=ichar(in(3:3))
d=ichar(in(s3+1:s3+1))
e=ichar(in(s3+2:s3+2))
f=ichar(in(s3+3:s3+3))

if(d.eq.45) then
if(e.eq.57) then
if(f.eq.57) then
goto 39
else
goto 32
end if
end if
end if
32 write (12,*)out

33 if(a.eq.49) then
if(b.eq.50) then
if(c.eq.48) then

goto 40

else

goto 39

end if

end if

end if

39 continue
40 close (11)
close (12)
41 continue
42 continue
close(10)
end

SUBROUTINE rotate()
I This subroutine rotates the data to a streamaasediante system

character*16 obatch,batch,oreo(100),in,aunt,s
integer*2 opoints,ik,l,0,p
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integer*2 qg,r,s,t,h(100),a,b,c,d,e,m,n

integer*4 number

real time(6000),u(20,6000),v(20,6000),w(20@)0

real  ul(20,6000),v1(20,6000),w1(20,6000)

real  u2(20,6000),v2(20,6000),w2(20,6000)

real  u3(6000),v3(6000),w3(6000)

real up(6000),vp(6000),wp(6000),ur(6000),0(6),wr(6000)

real uc(6000),vc(6000),wc(6000),uvc(6000),(60600),vwc(6000)
double precision VW, VV,WW,VWM,vvm,wwm

double precision usum,vsum,wsum,um,vm,wm,thbtaipm,vim,wlim,psi

obatch="orientation.prn’
batch="rotate.prn’
sum="rotsum.prn’
I print*,'What is the rotation sum file?"
I read*,sum
number=0
20 open (10,file=obatch,status="old")
open(99,file=sum)
write(99,*) 'Rotation files:'

21 do 31i=1,100
read (10,*,end=32)oreo(i)
open (11,file=oreo(i))
write(99,*)oreo(i)
22 do 25 [=1,6000
read (11,*,end=26)time(l),u(i,!),v(i,1),w(,I)
usum=usum-+u(i,l)
vsum=vsum-+v(i,l)
wsum=wsum-+w(i,l)
number=number+1

25 continue

26 continue

30 close (11)
h(i)=I1-1

31 continue

32 continue

33 close (10)
opoints=i-1

| *kkkkhkkkhkkkhkhkkkhhkkhkhkhkhhkkhkhkhkhkhkkhkhkkkhkkkhkkkkhkkkhkkkkx kkkkkkkkkkkkhkkkkkkkkk

um=usum/number
vm=vsum/number
wm=wsum/number
theta=atan(vm/um)
usum=0.0
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41
42

49
50

61
62

69
70

vsum=0.0
wsum=0.0

do 50 o=1,0points
do 49 p=1,h(0)

ul(o,p)=u(o,p)*cos(theta)+v(o,p)*sin(theta)
v1(o,p)=-u(o,p)*sin(theta)+v(o,p)*cos(theta)
wl(o,p)=w(o,p)
usum=usum-+ul(o,p)
vsum=vsum-+v1(o,p)
wsum=wsum-+w21(o,p)
continue
continue

ulm=usum/number
vim=vsum/number
wlm=wsum/number
phi=atan(wlm/ulm)
q=0

r=0

vw=0.0

vv=0.0

ww=0.0

do 70 g=1,0points

do 69 r=1,h(q)

u2(q,r=ul(qg,r)*cos(phi)+wl(q,r)*sin(phi)

v2(q,r)=vi1(q.n)

w2(q,r)=-ul(qg,r)*sin(phi)+w1(q,r)*cos(phi)
vw=vw+v2(q,r*w2(q,r)
vv=vwv+v2(q,r*v2(q,r)
ww=ww+w2(q,r)*w2(q,r)

continue

continue
vwm=vw/number
vvm=vv/number
wwm=ww/number
psi=atan((2*vwm)/(vvm-wwm))

write(99,*)'This data has been rotated:'
write(99,1200)theta,phi,psi

100 open (30 file=batch,status="old")
110 do 200 a=1,500

read (30,*,end=201)in,out
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open(50,file=in)
open(51,file=out)

150 do 190 d=1,6000
read (50,* end=195)time(d),u(1,d),v(1,d),w(1,d)

ul(1l,d)=u(1,d)*cos(theta)+v(1,d)*sin(theta)
v1(1,d)=-u(1,d)*sin(theta)+v(1,d)*cos(theta)
wl(1,d)=w(1,d)

u2(1,d)=ul(l,d)*cos(phi)+wl1(1,d)*sin(phi)
v2(1,d)=v1(1,d)
w2(1,d)=-ul(1,d)*sin(phi)+w1(1,d)*cos(phi)

u3(d)=u2(1,d)
v3(d)=v2(1,d)*cos(psi)+w2(1,d)*sin(psi)
w3(d)=-v2(1,d)*sin(psi)+w2(1,d)*cos(psi)
write(51,1300)time(d),u3(d),v3(d),w3(d)

190 continue
195 continue
close (50)
close (51)
200 continue
201 continue
close (30)
1200 format ('theta,',f8.6,",",'phi,',f8.6,'si:hHf8.6)
1300 format (f7.3,',',f10.5,",',f10.5,",",f10.5)
end

SUBROUTINE moment (datal,n,ave,adev,sdev,var,skew,kurt)
Il This subroutine calculates basic velocity stated properties

INTEGER n
double precision adev,ave,kurt,sdev,skew,var,dajal
INTEGER |
double precision p,s,ep
if(n.le.1)pause 'n must be at least 2 in muime
s=0.
do11ij=1,n
s=s+datal(j)
11 continue
ave=s/n
adev=0.0
var=0.0
skew=0.0
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kurt=0.0
ep=0.
do 12 j=1,n
s=datal(j)-ave
ep=ep+s
adev=adev+abs(s)
p=s*s
var=var+p
p=p*s
skew=skew+p
p=p*s
kurt=kurt+p
12 continue
adev=adev/n
var=(var-ep**2/n)/(n-1)
sdev=sqrt(var)
if(var.ne.0.)then
skew=skew/(n*sdev**3)
kurt=kurt/(n*var**2)-3.
else
pause 'no skew or kurtosis when zero vagam moment'’
endif
return
END

Subroutine spectra (u,r,n,nbatch,input,spout,corout,area)
Il This subroutine prepares the data for the speatralysis

INTEGER r
double precision u(r)
real vdata(r)
character*16 input,spout,corout

doi=1,r
vdata(i)=u(i)
end do
CALL SPECTR(vdata,n,nbatch,input,spout,cogret)
RETURN
END

SUBROUTINE SPECTR (vdata,n,nbatch,input,spout,corout,area)
COMMON /SPECT/ AMPLIT( 2048),POWER( 2048), TE\1L024),SPLOT( 2048)
COMMON /DAT100/ WORK(2, 2048),VEL(2, 2048)
REAL*4 VDATA(N,NBATCH)
INTEGER*4 NROWS
REAL*4 XMIN,XMAX
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REAL*8 VMEAN,STDEV,SKEW,RKURT
LOGICAL HPTERM,YSNOS$A,YES,ONEFIL
integer trntyp
common /xy$tg/trntyp
CHARACTER C_OUT*160

character*16 input,spout,corout

DATA ISYM1,ISYM2,SIZE1,SIZE2,LINE1,LINE2,IPEN IPEN2/
& 0, 0,0.125,0.125, 1, O,, 1B

HZ=12.5
RNPT=N
P1=3.141592654
NT2=2*N

C Computing the mean velocity using all data files
nrows=nbatch*n

CALL mom(VDATA,NROWS,XMIN,XMAX,VMEAN,STDEV,SKEW,RKURT)
NFP=N
DO 7000 I=1,NFP
TIME(I)=(I-1)/HZ
7000 CONTINUE
DSTDEV=1.0/STDEV

DO 285 I=1,NT2
AMPLIT(1)=0.0
285 POWER(I)=0.0
DO 295 IBATCH=1,NBATCH
DO 230 I=1,N
VDATA(I,IBATCH)=(VDATA(I,|IBATCH)-VMEAN)*DSTDEV
230 CONTINUE
295 continue
CALL mom(VDATA,NROWS,XMIN,XMAX,VMEAN,STDEV,SKEW,RKURT)
C Computing the Spectral Energy Curve
FREQ=HZ/N
DO 7800 I=1,N

TIME()=FREQ*(I-1)
7800 CONTINUE
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DO 7290 IBATCH=1,NBATCH

C Setting imaginary part of array to zero

C

DO 430 J=1,NT2

VEL(2,J)=0.0

430 CONTINUE
C
C Adding zeros to last half of velocity array
C

I=N+1

DO 437 J=I,NT2
437  VEL(1,J)=0.0
C

C move the normalized data into VEL to pass itathe FFT subroutine.
C
DO 5000 J=1,N
VEL(1,J)=VDATA(J,IBATCH)
5000 CONTINUE

C Calling FFT subroutine
ISIGN =-1
CALL FOURG(NTZ2,ISIGN)

C Ensemble averaging the frequency transformséohn &atch
DO 450 I=1,NT2
A=(VEL(1,)**2+VEL(2,1)**2)
POWER(l)=POWER(I)+A*2.0/(RNPT*HZ)
AMPLIT(1)=AMPLIT(I)+SQRT(A)*2.0/RNPT
450 CONTINUE

7290 CONTINUE

DBATCH=1.0/FLOAT(NBATCH)

DO 478 I1I=1,NT2

AMPLIT(II)=AMPLIT(Il)*DBATCH
478 POWER(II)=POWER(III)*DBATCH

C Storing the ensemble averaged spectral ervenyy for
C computing the autocorrelation

DO 500 I=1,NT2
500 VEL(1,))=POWER())
C
C Integration of the spectral energy curve (trapkdoule is used)
C

193



AREA=0.5*(POWER(1)+POWER(N))
K=N-1
DO 1024 I=2,K
1024 AREA=AREA+POWER(I)
BNDWTH=HZ/(2.0*RNPT)
AREA=AREA*HZ/(2.0*RNPT)
| WRITE(*,1029) AREA
11029 FORMAT(/' The area under the power specinale is 'F12.5)

NPTS=N
NPTA=1
DO 504 I=1,NPTS
SPLOT(l)=POWER(l)
504 CONTINUE

NROWS=NPTS

lur=12
open(file=spout,unit=lur,status="unknown’)
write(lur,*)area
write(lur,'(2g16.7)")(time(i),splot(i),i=1,nrows)
close(lur)

DO 1032 I=1,NT2
VEL(1,)=0.5*VEL(L,1)
VEL(2,)=0.0

1032 CONTINUE

C Calling FFT subroutine
ISIGN=+1
CALL FOURG(NT2,ISIGN)

C Finding magnitude of autocorr coeffs.
HZDEV2=HZ*0.5
DO 1034 I=1,N

1034 VEL(L,))=VEL(1,l)*HZDEV2/FLOAT(N-1+1)

C Integration of the auto correlation curve to fthe integral
C time scale (trapezoidal rule is used). Integrasitops at
C at first negative autocorrelation point.

AREA=0.0

DELT=1.0/HZ

M=N-1

DO 920 I=2,M

AREA=AREA+VEL(1,1)

920 IF(VEL(1,I+1) .LT. 0.0)0GOTO 930
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930 CONTINUE
AREA=AREA+0.5*(VEL(1,1)+VEL(1,1+1))
AREA=AREA*DELT

! WRITE(*,940)AREA

1940 FORMAT(/ The integral time scale is ',F3,2seconds.")

DO 7950 I=1,N

SPLOT(I)=VEL(L,1)

TIME(1)=(I-1)/HZ
7950 CONTINUE

NROWS=N

lur=12

open(file=corout,unit=lur,status="unknown")
write(lur,*)area

write(lur,'(2g16.7)")(time(i),splot(i),i=1,aws)

close(lur)

RETURN

END

SUBROUTINE FOURG (N,ISIGN)
Il This subroutine is used in the Fast Fourier Sfarm

I Written by Norman Brenner, MIT Lincoln Laboratory
DIMENSION IFACT(32)
COMMON /DAT100/ WORK(2* 2048),data(2* 2048)

TWOPI=6.283185307*FLOAT(ISIGN)

IF=0
NPART=N
DO 50 ID=1,N,2
IDIV=ID
IF(ID-1) 10,10,20
10 IDIV=2
20 IQUOT=NPART/IDIV
IF(NPART-IDIV*IQUOT) 40,30,40
30 IF=IF+1
IFACT(IF)=IDIV
NPART=IQUOT
GOTO 20
40 IF(IQUOT-IDIV) 60,60,50
50 CONTINUE
60 IF(NPART-1) 80,80,70
70 IF=IF+1
IFACT(IF)=NPART
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80 NFACT=IF

IPO=2
IP3=IPO*N
IWORK=1
I3REV=1
DO 110 13=1,IP3,IP0
WORK(IWORK)=DATA(I3REV)
NN=IWORK + 1
LLL = I3REV +1
WORK(NN)=DATA(LLL)
IP2=1P3
DO 100 IF=1,NFACT
IP1=IP2/IFACT(IF)
I3REV=I3REV+IP1
IF(I3REV-IP2)110,110,90

90 I3REV=I3REV-IP2

100 IP2=IP1

110 IWORK=IWORK+IPO
IWORK=1
DO 120 13=1,IP3,IP0
DATA(I3)=WORK(IWORK)
NN=I3 +1
LLL=IWORK + 1
DATA(NN)=WORK(LLL)

120 IWORK=IWORK+IPO

C PHASE-SHIFTED FOURIER TRANSFORM OF LENGTH IEA(IF)

IF=0
IP1=IPO

130 IF(IP1-IP3) 140,240,240

140 IF=IF+1
IFCUR=IFACT(IF)
IP2=IP1*IFCUR
THETA=TWOPI/FLOAT(IFCUR)
SINTH=SIN(0.5*THETA)
ROOTR=-2.*SINTH*SINTH

C COS(THETA)-1, FOR ACCURACY

ROOTI=SIN(THETA)
THETA=TWOPI/FLOAT(IP2/IP0)
SINTH=SIN(0.5*THETA)
WSTPR=-2.*SINTH*SINTH
WSTPI=SIN(THETA)
WMINR=1.
WMINI=O0.
DO 230 11=1,IP1,IP0
IF(IFCUR-2) 150,150,170
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150 DO 160 13=I1,IP3,IP2
Jo=13
J1=13+IP1
LLL=JO +1
NN =J1 +1
TEMPR=WMINR*DATA(J1)-WMIN*DATA(NN)
TEMPI=WMINR*DATA(NN)+WMIN*DATA(J1)
DATA(J1)=DATA(JO)-TEMPR
DATA(NN)=DATA(LLL)-TEMPI
DATA(JO)=DATA(JO)+TEMPR
160 DATA(LLL)=DATA(LLL)+TEMP]
GOTO 220
170 IWMAX=IPO*IFCUR
DO 210 13=11,IP3,IP2
I2MAX=I3+IP2-IP1
WR=WMINR
WI=WMINI
DO 200 IWORK=1,IWMAX, PO
12=12MAX
NN =12 + 1
SUMR=DATA(I2)
SUMI=DATA(NN)
180 12=12-IP1
NN= 12 +1
TEMPR=SUMR
SUMR=WR*SUMR-WI*SUMI+DATA(I2)
SUMI=WR*SUMI+WI*TEMPR+DATA(NN)
IF(12-13) 190,190,180
190 WORK(IWORK)=SUMR
LLL = IWORK + 1
WORK(LLL)=SUMI
TEMPR=WR
WR=WR*ROOTR-WI*ROOTI+WR
200 WI=TEMPR*ROOTI+WI*ROOTR+WI
IWORK=1
DO 210 12=13,12MAX,IP1
DATA(12)=WORK(IWORK)
NN = IWORK + 1
LLL=12+1
DATA(LLL)=WORK(NN)
210 IWORK=IWORK+IP0O
220 TEMPR=WMINR
WMINR=WMINR*WSTPR-WMIN*WSTPI+WMINR
230 WMINI=TEMPR*WSTPI+WMINFWSTPR+WMINI
IP1=IP2
GOTO 130
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240 RETURN
END

SUBROUTINE four1 (data,nn,isign)
Il This subroutine performs the Fast Fourier Transf

INTEGER isign,nn

REAL data(2*nn)

INTEGER i,istep,j,m,mmax,n

REAL veli,velr

DOUBLE PRECISION theta,wi,wpi,wpr,wr,wvel
n=2*nn

=1

do 11i=1,n,2
if(j.gt.))then
velr=data(j)
veli=data(j+1)
data(j)=data(i)
data(j+1)=data(i+1)
data(i)=velr
data(i+1)=veli
endif
m=n/2
1 if ((m.ge.2).and.(j.gt.m)) then
j=-m
m=m/2
goto 1
endif
j=i+m
11 continue
mmax=2
2 if (n.gt.mmax) then
istep=2*mmax
theta=6.28318530717959d0/(isign*mmax)
wpr=-2.d0*sin(0.5d0*theta)**2
wpi=sin(theta)
wr=1.d0
wi=0.d0
do 13 m=1,mmax,2
do 12 i=m,n,istep
j=i+mmax
velr=sngl(wr)*data(j)-sngl(wi)*data(j¥1
veli=sngl(wr)*data(j+1)+sngl(wi)*datd(j
data(j)=data(i)-velr
data(j+1)=data(i+1)-veli
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data(i)=data(i)+velr
data(i+1)=data(i+1)+veli
12 continue
wvel=wr
WIr=Wr*wpr-wi*wpi+wr
wi=wi*wpr+wvel*wpi+wi
13  continue
mmax=istep
goto 2
endif

return
END

SUBROUTINE realft (ans,N1,isign)
Il This subroutine is used in the Fast Fourier Sfarm

INTEGER isign,N1
REAL ans(N1)
CU USES fourl
INTEGER i,i1,i2,i3,i4,n2p3
REAL c1,c2,hli,h1r,h2i,h2r,wis,wrs
DOUBLE PRECISION theta,wi,wpi,wpr,wr,wtemp
theta=3.141592653589793d0/dble(N1/2)
c1=0.5
if (isign.eq.1) then
c2=-0.5
call fourl(ans,N1/2,+1)
else
c2=0.5
theta=-theta
endif
wpr=-2.0d0*sin(0.5d0*theta)**2
wpi=sin(theta)
wr=1.0d0+wpr
wi=wpi
n2p3=N1+3
do 11 i=2,N1/4
i1=2%-1
i2=i1+1
i13=n2p3-i2
i4=i3+1
wrs=sngl(wr)
wis=sngl(wi)
hlr=cl*(ans(il)+ans(i3))
hli=c1l*(ans(i2)-ans(i4))
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h2r=-c2*(ans(i2)+ans(i4))
h2i=c2*(ans(i1)-ans(i3))
ans(il)=hlr+wrs*h2r-wis*h2i
ans(i2)=hli+wrs*h2i+wis*h2r
ans(i3)=hlr-wrs*h2r+wis*h2i
ans(i4)=-hli+wrs*h2i+wis*h2r
wtemp=wr
WIr=Wr*wpr-wi*wpi+wr
wi=wi*wpr+wtemp*wpi+wi
11 continue

if (isign.eq.1) then
hlr=ans(1)
ans(1l)=hlr+ans(2)
ans(2)=h1r-ans(2)

else
hlr=ans(1)
ans(1)=cl*(hlr+ans(2))
ans(2)=cl*(hlr-ans(2))
call fourl(ans,N1/2,-1)

endif

return

END

SUBROUTINE twofft (datal,data2,fftl,fft2,N1)
Il This subroutine is used in the Fast Fourier Sfarm

INTEGER N1
REAL datal(N1),data2(N1),fft(N1)
COMPLEX fft1(N1),fft2(N1)
CU USES fourl
INTEGER j,N2
COMPLEX h1,h2,c1,c2
cl=cmplx(0.5,0.0)
c2=cmplx(0.0,-0.5)
do 11 j=1,N1
fft1(j)=cmplx(datal(j),data2(j))
11 continue
call fourd(fft1,N1,1)
fft2(1)=cmplx(aimag(fft1(1)),0.0)
fft1(1)=cmplx(real(fft1(1)),0.0)

do 12 j=1,N1
fft(j)=cmplx(real(fft1(j)))
12 continue

N2=N1+2
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do 15j=2,N1/2+1
h1=c1*(fft1(j)+conjg(fft1(N2-))))
h2=c2*(fft1(j)-conjg(fft1(N2-))))
fft1(j)=h1
fft1(N2-j)=conjg(h1)
fft2(j)=h2
fft2(N2-j)=conjg(h2)

15 continue
return
END
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