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INTERACTION OF 157-NM EXCIMER LASER LIGHT WITH FUSED SILICA, POLYTERTRAFLUOROETHYLENE AND CALCIUM FLUORIDE

ABSTRACT

By
Sharon Rose George, Ph.D.
Washington State University
May 2010

Chair: J. Thomas Dickinson

Emission of positive ions, neutral atoms and molecules and negative ions was observed during 157-nm irradiation of fused silica. Positive ion emission from fused silica is best explained by a hybrid mechanism involving (a) excitation of an antibonding chemical state (Menzel-Gomer-Redhead mechanism) and (b) acceleration of the positive ion by repulsive electrostatic forces due to the photoionization of nearby electron traps. Neutral emission results from the absorption of single 157 nm photons that cleave strained bonds to produce defects that subsequently diffuse to the surface. There then react with dangling bonds to release neutral atoms and molecules. Negative ions are created after the laser pulse, by electron attachment to the neutral particles.

Time- and mass-resolved measurements on neutral particles emitted PTFE during exposure to 157-nm laser radiation. We observe neutral (CF$_2$)$_N$ radicals for all N up to the limit of our mass filter (N = 6). These radicals are emitted directly from the surface with high kinetic energies of about 0.6 eV of the fastest (CF$_2$)$_N$ radicals consistent with photochemical scission of the polymer backbone. A great majority of emitted material is in the form of heavier fragments ranging from 300 to 2000 amu. The presence of heavy and light particles in the cloud of emitted particles gives rise to some unique behavior in the way it expands. The trajectories of the
heaviest fragments are preferentially directed at large angles away from the surface normal—often nearly parallel to the substrate surface. This behavior is due to density and pressure gradients associated with the Gaussian intensity profile of the laser beam.

Transient absorption was observed in Calcium Fluoride during 157-nm irradiation with peaks at 153 nm, 220 nm and 375 nm under 157-nm irradiation due to the $\text{H}_s^-$ center, $\text{Ca}^{1+}$ interstitial and the F-center respectively. Capture of a hole by $\text{H}_s^-$ center, $\text{Ca}^{1+}$ interstitial destroys the absorption and trapping of an electron at $\text{H}_i^0$ center and the $\text{Ca}^{2+}$ interstitial re-induces absorption. Aggregation of F-centers to form M-centers leads to loss of absorption at 375 nm and the dissociation of the M-center when irradiation is restored re-induces absorption.
# TABLE OF CONTENTS

ACKNOWLEDGEMENT .................................................................................................................. iii

ABSTRACT ................................................................................................................................ iv

TABLE OF CONTENTS ................................................................................................................ vi

LIST OF FIGURES ....................................................................................................................... ix

FORWARD .................................................................................................................................... xvi

GENERAL INTRODUCTION ..................................................................................................... xvii

CHAPTER ONE .............................................................................................................................. 1

Interaction of vacuum ultraviolet excimer laser radiation with fused silica: I. Positive ion emission .................................................................................................................... 1

Abstract ..................................................................................................................................... 1

1. Introduction ........................................................................................................................... 2

2. Experiment ............................................................................................................................ 3

3. Results and Discussion ......................................................................................................... 6

3.1 Positive ion emission ......................................................................................................... 6

3.2 Effect of prolonged irradiation .......................................................................................... 11

3.3 Hartree-Fock models of candidate surface defects and ion emission mechanism .......... 20

4. Summary and Conclusions .................................................................................................. 33

Appendix: Binding Energy Calculation ..................................................................................... 36

References .................................................................................................................................. 36

Interaction of vacuum ultraviolet excimer laser radiation with fused silica: II. Neutral atom and molecule emission .............................................................................................................. 43

Abstract ..................................................................................................................................... 43

1. Introduction ........................................................................................................................... 44

2. Experiment ............................................................................................................................ 45
3. Results and Discussion .................................................................................................................................................. 48
   3.1 Mass-selected time-of-flight signals ........................................................................................................................ 48
   3.2 Role of defects in neutral emission .......................................................................................................................... 55
   3.3 Hartree-Fock calculations on candidate defect configurations .............................................................................. 58
   3.4 Role of strained bonds in neutral emission ............................................................................................................... 67
4. Summary and Conclusions ........................................................................................................................................... 69
References......................................................................................................................................................................... 71

CHAPTER THREE ............................................................................................................................................................ 75
Interaction of vacuum ultraviolet excimer laser radiation with fused silica: III. Negative ion formation ................................................................. 75
   Abstract .............................................................................................................................................................................. 75
   1. Introduction ................................................................................................................................................................. 76
   2. Experiment .................................................................................................................................................................... 77
   3. Results and Discussion .................................................................................................................................................. 78
      3.1 Negative Ion Production ........................................................................................................................................ 78
      3.2 Electron attachment ............................................................................................................................................... 90
   4. Summary and Conclusions ......................................................................................................................................... 98
References ......................................................................................................................................................................... 99

CHAPTER FOUR .............................................................................................................................................................. 102
Interactions between fluorocarbon polymers and 157-nm excimer laser radiation: I. Emission of (CF₂)ₙ fragments from polytetrafluoroethylene ...................................................................................... 102
   Abstract .............................................................................................................................................................................. 102
   1. Introduction ................................................................................................................................................................. 103
   2. Experiment .................................................................................................................................................................... 104
   3. Results .......................................................................................................................................................................... 104
   4. Discussion .................................................................................................................................................................. 117
   5. Conclusions ................................................................................................................................................................. 118
References............................................................................................................. 119

CHAPTER FIVE ..................................................................................................... 123
Interactions between fluorocarbon polymers and 157-nm excimer laser radiation. II. Off-normal trajectories of heavy molecules during ablation of PTFE........................................ 123

Abstract.................................................................................................................. 123
1. Introduction........................................................................................................... 124
2. Experiment............................................................................................................ 125
3. Results and Discussion ....................................................................................... 126
3.1 Hydrodynamic simulations .............................................................................. 136
4. Summary and Applications ............................................................................... 142
References............................................................................................................. 143

CHAPTER SIX ....................................................................................................... 146
Transient absorption in CaF$_2$ under 157-nm laser irradiation................................. 146

Abstract.................................................................................................................. 146
1. Introduction........................................................................................................... 147
2. Experiment............................................................................................................ 148
3. Results.................................................................................................................. 148
4. Discussion............................................................................................................ 171
5. Conclusions........................................................................................................ 172
References............................................................................................................. 173

CONCLUSIONS................................................................................................... 177
LIST OF FIGURES

CHAPTER ONE

Fig. 1. Mass selected time-of-flight signals for ions from polished silica under 157-nm irradiation: (a) Si$^+$ at 2.2 J/cm$^2$, and (b) O$^+$ at 2.5 J/cm$^2$. .................................................. 7

Fig. 2. Si$^+$ and O$^+$ intensities versus fluence from as-cut fused silica. ................................. 8

Fig. 3. Si$^+$ and O$^+$ intensities (relative units) from fused silica surfaces exposed to 157-nm radiation at a fluence of 2.5 J/cm$^2$. ...................................................................................... 10

Fig. 4. (a) Si$^+$ and (b) O$^+$ intensities versus position along a polished silica surface with a single scratch. ................................................................................................................. 11

Fig. 5. (a) Si$^+$ and (b) O$^+$ intensities versus number of laser pulses from polished silica during exposure to 157 nm laser radiation at a fluence of 1.5 J/cm$^2$. .............................................. 12

Fig. 6. (a) Si$^+$ and (b) O$^+$ time-of-flight signals acquired during irradiation of polished silica after 200 and after 9000 laser pulses at a fluence of 1.5 J/cm$^2$......................................................... 14

Fig. 7. (a) Room temperature absorption spectra of polished silica before (dotted line) and after (dark line) exposure to 3000, 1.5 J/cm$^2$ pulses of 157-nm radiation. (b) Log-log plot of the absorbance of E’ center and NBOHC as a function of fluence. ............................................. 16

Fig. 8. (a) Uncorrected photoluminescence spectrum excited in polished silica at 80 K by two hundred, 450 mJ/cm$^2$ pulses of 157-nm (b) Log-log plot of the intensity of the 2.5 eV peak versus laser fluence. ...................................................................................... 18

Fig. 9. Vacuum ultraviolet absorption spectra before and after 30,000 157-nm pulses at a fluence of 2.3 J/cm$^2$. The peak at 163 nm is due to the ODC(I) defect ................. 19

Fig. 10. Si$^+$ emission mechanism .......................................................................................... 22

Fig. 11. Results of Hartree-Fock calculations for a Si$_{12}$O$_{16}$(OH)$_{12}^+$ cluster with a silicon adion attached to a silicon dangling bond. (a) Equilibrium geometry. (b) the β-HOMO-2 (c) the β-LUMO+2 orbital, ..................................................................................................................... 25

Fig. 12. Schematic band diagram corresponding to the silica cluster in Fig. 11(a). .............. 26
CHAPTER TWO

Fig. 1. Neutral SiO from as-cut fused silica exposed to 157-nm radiation at a fluence of 1.2 J/cm² per pulse. .................................................................49

Fig. 2. Time of flight signals for neutral (a) SiO, (b) Si, and (c) O from polished fused silica exposed to 157-nm radiation .................................................................51

Fig. 3. Total SiO, Si and O counts detected during the first 200 laser pulses at a fluence of 1.5 J/cm² from fused silica surfaces after six different thermal and mechanical treatments ........................................................................................................56

Fig. 4. SiO, Si and O intensity from polished fused silica during prolonged exposure to 157-nm radiation at a fluence of 1.8 J/cm² per pulse. ........................................57

Fig. 5. Emission intensities (total counts for 200 laser pulses) for neutral SiO, Si, and O as a function of fluence from as-cut fused silica. .........................................................58

Fig. 6. Hartree-Fock equilibrium geometries for silica clusters with an unterminated, nonbridging oxygen (marked by the arrow) ..........................................................60

Fig. 7. Equilibrium geometry computed by Hartree-Fock methods for a silica cluster with a pendant Si-O unit: ...............................................................................62

Fig. 8. Hartree-Fock equilibrium geometry for a silica cluster with a pendant O-Si unit ........66

CHAPTER THREE

Fig. 1 Time-of-flight signals corresponding to (a) O⁻ (b) Si⁻ and (c) SiO⁻ during exposure of as-cut fused silica to 157-nm radiation at a fluence of 2.4 J/cm² per pulse ........80
Fig. 2  Total O\(^{-}\) intensities from fused silica with six different surface treatments at a fluence of 1.6 J/cm\(^2\) per pulse. ................................................................. 82

Fig. 3  O\(^{-}\) intensity as a function of laser exposure (total number of laser pulses) from as-cut fused silica during prolonged exposure to 157-nm radiation at 2.5 J/cm\(^2\). .................83

Fig. 4  Si\(^{+}\) and O\(^{-}\) intensities from as-cut fused measured at different angles from the surface normal at a fluence of 2.2 J/cm\(^2\). .................................................................84

Fig. 5  (a) Positive and negative charge time-of-flight signals detected from polished fused silica. (b) Current delivered to a bare metal plate. .............................................. 86

Fig. 6.  Projected time-of-flight signals for Si\(^{+}\), O\(^{+}\), O\(^{-}\), and neutral O, Si and SiO from fused silica at a position 10.5 cm from the sample. .................................................................89

Fig. 7.  (a) Fluence dependence of the O\(^{-}\) intensity from as-cut fused silica, plotted on a log-log scale. (b) Fluence dependences of the most intense positive ion (Si\(^{+}\)) and neutral O intensities from as-cut fused silica. .................................................................92

Fig. 8.  (a) Projections of the fast neutral O\(^{0}\) density, the square of the Si\(^{+}\) ion density, and the O\(^{-}\) density as a function of distance from the sample surface at time \(t = 100\) ns after the laser pulse. (b) Projected O\(^{-}\) density (dashed line) and relative attachment rate ....96

CHAPTER FOUR

Fig. 1.  Histogram of relative intensities of mass fragments detected during 157-nm ablation (a) between 0 and 200 amu and (b) between 200 and 300 amu at a fluence per pulse of 1.4 J/cm\(^2\). .................................................................105

Fig. 2.  Normalized time-of-flight signals for the six (CF\(_2\))\(_N\) fragments emitted directly from the surface during 157-nm ablation at a fluence per pulse of 1.1 J/cm\(^2\). .................107

Fig. 3.  Time-of-flight signals acquired at (a) 50 amu—CF\(_2\), (b) 100 amu—C\(_2\)F\(_4\), and (c) 150 amu—C\(_3\)F\(_6\) at the indicated fluences. .................................................................108
Fig. 4. Time-of-flight signals for $C_3F_6$ (150 amu) (a) acquired at fluences of 0.4 and 1.0 J/cm$^2$. (b) the signal acquired at a fluence of 0.4 J/cm$^2$, showing a fit of Eq. (1) to the signal for times less than 150 µs (dark line).

Fig. 5. Curve fits of time-of-flight signals for (a) CF$_2$—50 amu, (b) $C_3F_6$—150 amu, and (c) $C_6F_{12}$—300 amu acquired at a fluence of 0.8 J/cm$^2$.

Fig. 6. Fluence dependence of the fast peak areas (determined from curve fits) for CF$_2$—50 amu, $C_2F_4$—100 amu, and $C_3F_6$—150 amu.

CHAPTER FIVE

Fig 1 A schematic of the geometry for the time-of-flight measurements of particles emitted along the surface normal and particles emitted at an angle at 70° from the surface normal in the plane perpendicular to the long dimension of the laser spot.

Fig. 2. Mass selected time-of-flight signals of 300 amu acquired at a fluence of 820 mJ/cm$^2$, measured 0° and 70° from the surface normal, (a) using the entire laser beam (b) using only the most intense region of the beam.

Fig. 3. Mass selected time-of-flight signals of neutral fragments measured along the surface normal and 70° off-normal.

Fig. 4. Ratios of the off-normal signal intensities to the normal signal intensities, measured in the plane perpendicular to the long dimension of the laser spot.

Fig. 5. Intensity of 300 amu signal measured as a function of angle from the surface normal at two laser fluences.

Fig. 6. PTFE films deposited on silicon wafers placed roughly 5 mm from the laser spot, with the plane of the wafer oriented parallel to (a) the long dimension of the laser spot and (b) the short dimension of the laser spot. (c) A SEM micrograph of a film deposited on a silicon wafer.
Fig. 7. (a) DSC thermograph of a PTFE thin films deposited on aluminum pans placed 0.5 cm below the laser spot. (b) DSC thermograph of the residual film showing a distinct melting temperature at 278°C. 

Fig. 8. Calculated density profiles for (a) heavy and (b) light fragments at time 0, 5 and 10 µs after the laser pulse.

Fig. 9. Calculated density plots and acceleration vectors immediately after the laser pulse for (a) the heavy fragments alone; (b) the light fragments alone; and (c) a superposition of both light and heavy particles.

Fig. 10. Calculated heavy-particle density distributions at t = 10 µs after the laser pulse, where the heavy-particle density is fixed at 0.1 \times 10^{19} \text{ cm}^{-3}. The light-particle densities increase from (a) 0.1 \times 10^{19} \text{ cm}^{-3} to (b) 0.2 \times 10^{19} \text{ cm}^{-3} to (c) 1 \times 10^{19} \text{ cm}^{-3}.

Fig. 11. Calculated heavy-particle density distributions at t = 10 µs after the laser pulse corresponding to two with different initial heavy-particle distributions.

CHAPTER SIX

Fig. 1. Transmission of CaF$_2$ at 153 nm, measured once per second during 157 nm irradiation at 10 Hz and a fluence of 2.2 J/cm$^2$. 

Fig. 2. (a) VUV and (b) UV-VIS absorption spectra of cleaved, unirradiated CaF$_2$ after exposure to about 100,000, 157-nm laser pulses at a fluence of 2.1 J/cm$^2$. 

Fig. 3. (a) Transmission of cleaved CaF$_2$ at 153 nm and (c) 490 nm during a 12,000 pulse exposure at the same fluence. 

Fig. 4. (a) Changes in transmission at 153 nm measured once per second while cycling the laser on and off at a fluence of 2.1 J/cm$^2$. 

Fig. 5. Transient absorption spectrum obtained by plotting $T_i-T_{RA}$ as a function of wavelength.

Fig. 6. Transmission signals at (a) 153 nm, (b) 220 nm, and (c) 375 nm during a laser on/off cycle at a fluence of 2.3 J/cm$^2$. 

xiii
Fig. 7. Transmission signals acquired during a laser on/off cycle at a fluence of 1.8 J/cm² for four CaF₂ samples annealed at 500°C for 2 h in the indicated atmospheres........ 159

Fig. 8. Transmission change amplitudes (T₁ – T_RD) at (a) 153 nm and (b) 220 nm as a function of laser exposure at a fluence of 2.1 J/cm². (c) Transmission at 375 nm (T₁) plotted as a function of exposure under the same conditions. ...........................................160

Fig. 9. Transmission signals acquired at 375 nm for a cleaved sample .........................

Fig. 10. Transmission signals plotted during the recovery stage of a laser on/off cycle at (a) 153 nm and (b) 220 nm. The lines show fits of Eq. (8) to the data.........................162

Fig. 11. Transmission signals during the transmission drop stage of a laser on/off cycle at (a) 153 nm and (b) 220 nm. The dark lines show fits of Eq. (11) to the data. ..............165

Fig. 12. Transmission signals at 375 nm during the (a) recovery and (b) initial drop stages of a laser on/off cycle. (c) The fluence dependence of the magnitude of the fast drops (T₁ – T_RD), where T_RD is measured after the first 30 laser pulses. ......................... 170
Dedication

This thesis is dedicated to my husband Billy George, my parents Reymond and Lalitha John, my Aunt and Uncle Bala and Ashok Lalli, my grandmother Mary Spratt and everyone in my wonderful family back in India and here in the U.S.A. for their love, support and encouragement through these years.
This thesis is largely composed of material previously published or to be submitted for publication including text and/or figures from the following references


GENERAL INTRODUCTION

Over the last decades the F\textsubscript{2} (157 nm) excimer laser has obtained the key position among lasers in various sectors of micromachining and in pulsed laser deposition. Because of its short wavelength this laser offers excellent quality of machining and a great versatility in features which can be produced. Understanding the interaction of 7.9 eV photons with wide band gap materials like fused silica and polymers like polytetrafluoroethylene (PTFE) can be beneficial to laser machining and pulsed laser deposition applications. Both these materials absorb strongly at 157 nm unlike other wide band gap materials like Calcium Fluoride. Particle emission is a valuable probe of interactions between these materials and laser radiation. In this study neutral and ion emission from these two materials was characterized to reveal details involving bond breaking and photodecomposition of these two materials under 157-nm irradiation.

Synthetic fused Silica is an important UV optical material but absorption due to disorder-related states in the band gap renders fused silica unsuitable for most optical applications at 157 nm (7.9 eV photons. Measurements of positive ions (Si\textsuperscript{+} and O\textsuperscript{+}) neutral atoms and molecules (O, Si and SiO) and negative ions (O\textsuperscript{-} and Si\textsuperscript{-}) emitted from fused silica during 157-nm laser irradiation at fluences well below the threshold for optical breakdown are described in Chapters 1-3. Positive ions with several eV of kinetic energy are emitted from surface defect states by a combination of photoexcitation and photoionization processes. Neutral atoms and molecules are emitted by defect interactions along the surface; these defects are produced principally by the photo-induced cleavage of strained bonds and negative ions are formed by the attachment of electrons to neutral atoms.

Polytetrafluoroethylene (PTFE) is a chemically stable, biocompatible polymer with a low surface energy, low coefficient of friction, and high resistivity. Although these properties are desired in many applications, its use is often hindered by its poor machinability using conventional techniques. Precision etching of PTFE has been demonstrated using 157-nm
excimer lasers. High quality thin films have also been deposited by laser ablation deposition at 157 nm. These results have been attributed in part to the photodecomposition of PTFE at 157-nm. That said, the evidence for photochemical decomposition at 157 nm has not been entirely unequivocal; some other groups have proposed thermal decomposition as the mechanism for particle emission.

Chapter 4 of this work shows that the primary neutral products of ablation of PTFE at 157 nm are \((\text{CF}_2)_N\) fragments. These \((\text{CF}_2)_N\) fragments are consistent with random photochemical scission of the polymer chain. The fastest of the fragments at each mass have kinetic energies of about 0.6 ± 0.2 eV, independent of fluence. These energies are well above typical thermal energies which are usually less than 0.2 eV, and support a photochemical emission mechanism.

The presence of heavy and light particles in the cloud of emitted particles, during 157 nm ablation of PTFE, gives rise to some unique behavior in the way it expands. The cloud in this case is a mixture of neutral fragments ranging from 50 amu to 2000 amu. Heavy fragments were found to be preferentially emitted in paths away from the surface and almost parallel to the surface while the lighter fragments are more forward directed. We propose in, Chapter 5, that this behavior is due to pressure gradients created due to the distribution of masses from the center of the laser spot toward the edges due to the Gaussian profile of the laser beam. The presence of heavy fragments emitted during laser ablation is very advantageous to thin film growth by pulsed laser deposition as it eliminates the need for the substrate to be heated to drive polymerization reactions. Also, high quality films were successfully deposited at room temperature on silicon wafers placed above and below the samples in this work. Moreover our calculations show that it may be possible to deposit larger uniform thin-films by using two laser beams to create pressure gradients in the plume.

Chapter 6 is a study of the interaction of single crystal Calcium Fluoride (CaF\(_2\)) with 157 nm irradiation. CaF\(_2\) is an ionic crystal with a band gap of 11.8 eV. This wide band gap contributes to the damage resistance of this material, which is much greater than fused silica at
wavelengths less than 200 nm and is therefore used for making optics for 157 nm applications. That said, the optical properties of CaF$_2$ can be degraded by two-photon processes at 157 nm that generate defects, including vacancy-interstitial pairs. F-center aggregation can lead to the production of metallic Ca nanoparticles. On occasion, transient absorption features have been observed during 157-nm and 193-nm excimer laser radiation.

In this work, both transient VUV and UV absorption changes during 157-nm irradiation in CaF$_2$ with absorption peaks at 153 nm, 220 nm and 375 nm were observed. The transient absorptions at 153 and 220 nm are typically superimposed on persistent absorption changes. The absorption near 153-nm is consistent with absorption due to the substitutional hydride ion, H$_{s^-}$. Consistent with this identification, this absorption is strengthened by high temperature annealing in hydrogen gas. We attribute the absorption near 220 nm to electrons trapped at a Ca$^{2+}$ interstitials, and the absorption near 375 nm to the F-center. We propose that charge transfer to and from substitutional H$_{s^-}$ and interstitial Ca$^{2+}$ centers can rapidly change the absorption intensities at 153 and 220 nm. This charge transfer is facilitated in the presence of ionizable electron traps, including the F and M centers, which are produce during 157-nm irradiation. In the case of the F-center aggregation of F-centers to form M-centers leads to loss of absorption at 375 nm and the dissociation of the M-center when irradiation is restored re-induces absorption
CHAPTER ONE

Interaction of vacuum ultraviolet excimer laser radiation with fused silica: I. Positive ion emission

Sharon R. George, John A. Leraas, S. C. Langford, and J. T. Dickinson

Abstract

We report time- and mass-resolved measurements of Si⁺ and O⁺ emission from ultraviolet-grade fused silica during exposure to pulsed, 157-nm excimer laser radiation at fluences below the threshold for optical breakdown. The emission intensities are increased by treatments that increase the density of surface defects, such as abrasion, and reduced by treatments that reduce the density of surface defects, such as annealing. Ion emission is a sensitive probe of mechanical damage on silica surfaces. The mean ion kinetic energies are typically several eV: 8-9 eV for Si⁺ and about 4 eV for O⁺. Hartree-Fock studies of candidate defect sites suggest that antibonding states excited by 157-nm photons play a critical role in the release of these ions. We propose that positive ion emission from fused silica under these conditions is best explained by a hybrid mechanism involving (a) the excitation of an antibonding chemical state (Menzel-Gomer-Redhead mechanism) and (b) acceleration of the positive ion by repulsive electrostatic forces due to the photoionization of nearby electron traps.
1. Introduction

Despite fused silica’s 8.9 eV bandgap, it is unsuitable for optical applications which employ the 7.9 eV photons produced by F_2 excimer lasers. This failure is attributed to an Urbach tail of disorder-related states that extend well below the conduction band. Absorption due to these states has been used to explain the well known clean etching of fused silica surfaces by F_2 excimer lasers. Here we describe the emission of positive ions during 157-nm irradiation in the absence of optical breakdown and at fluences below those required to substantially etch the material used in this work. This avoids complications due to high charge densities and potential ionization in the ablation plume. Under our conditions, the intensity, mass, and time-of-flight measurements strongly constrain proposed mechanisms for ion emission.

Positive ion emission (PIE) often accompanies ultraviolet laser irradiation of wide band gap materials, at photon energies below bandgap and at fluences below the threshold for optical breakdown. In ionic materials, ions sorbed at surface defect sites can be ejected by repulsive electrostatic forces when the underlying defects are photoionized by the laser. In contrast with these ionic materials, the bonding in silica is predominately covalent. The forces associated with bonding-to-antibonding transitions in covalent bonds are responsible for the desorption of neutral particles by the Menzel-Gomer-Redhead mechanism. We find that the excitation of antibonding chemical states plays an important role in ion emission from fused silica. Nevertheless, the ions we observe have kinetic energies of several eV and require additional repulsive electrostatic forces. We therefore propose that ion emission is best described in terms of a hybrid mechanism, described in detail below.

This study characterizes ion emission from a typical high-OH silica, Suprasil 2, (Heraus-Amersil, about 1200 ppm OH) produced by exposure to pulsed 157-nm radiation at fluences below the threshold for optical breakdown. Time-resolved quadrupole mass spectroscopy shows that the principle ions are Si^+ and O^+. The mean kinetic energy of the Si^+ ion is typically 8-9
—somewhat greater than the 7.9-eV energy of 157-nm photons; the mean kinetic energy of the O+ ion is lower, about 4 eV. Both Si+ and O+ intensities are strongly affected by mechanical and thermal treatments that alter the density of surface point defects.

To help identify the relevant defects, the geometry and electronic structures of silica clusters incorporating a variety of plausible emission sites were modeled by Hartree-Fock methods. We show that clusters incorporating the surface Si-Si+ dimer, with Si+ adsorbed on a surface Si atom, have electronic structures suitable for Si+ emission. Similarly, the surface per oxy group (O-O+ dimer) is a possible source of O+. Both defect structures show localized molecular orbitals with strong antibonding character that can be excited by one or more 157-nm photons. Since the emitted ions are positively charged and have kinetic energies of several eV, electrostatic forces must also be important. Furthermore, these ions serve as a highly sensitive probe for the relevant surface defects, including changes in defect densities due to and mechanical, thermal, or optical stimuli.

In two companion papers (Parts II and III of this series), we describe the emission of neutral particles (atoms and molecules) from Suprasil 2 under comparable conditions, as well as the production of negative ions by electron attachment to the emitted neutral particles. Strong ties between negative ion formation and both the neutral and the positive ion emissions are presented.

2. Experiment

Samples were cut from UV grade fused silica (Suprasil 2, ≈ 1 ppm metal content; ≈ 1200 ppm OH) from Heraus-Amersil using a diamond saw. After cleaning in ethanol, some samples were tested as cut. Others were abraded with 600-grit SiC sandpaper, and others were polished to a 0.25-μm surface finish with diamond paste. Plastically deformed samples were prepared by producing an array of indents on polished surfaces with a diamond scribe; care was taken to avoid fracture. Annealed samples were prepared by heating polished samples to 1100 °C for
eight hours. Although these treatments can contaminate the sample surface with carbon- and hydrogen-containing species, OH, H_x, and CO were not detected under the conditions of this work. We believe any contaminants were desorbed by the first few laser pulses and did not contribute significantly to the observed emissions.

Mass-selected time-of-flight measurements were performed in a vacuum chamber with a base pressure of about $3 \times 10^{-7}$ Pa. A Lambda Physik LPF200 laser (F_2 excimer) provided 20-ns pulses of 157-nm laser radiation at a pulse repetition rate of 5 Hz. The beam was focused into a 0.009 cm$^2$ spot with a CaF$_2$ lens. Samples were mounted on a translation stage directly in front of and normal to the axis of a UTI 100C quadrupole mass spectrometer. The average electric fields along the axis of the mass filter were perpendicular to the ion trajectory and thus had little effect on the ion time-of-flight from the sample to the exit aperture of the mass filter. All nearby metal surfaces were maintained at ground potential. Thus the apparatus, including the quadrupole mass filter, functioned as a time-of-flight tube at ground potential with a length equal to the distance between the sample and the exit aperture of the mass filter. Ions exiting the mass filter were detected with a Channeltron electron multiplier biased for the detection of positive ions and operated in the pulse-counting mode. The output of the detector was amplified, discriminated, and pulse counted over 200-ns intervals with an EG&G PARC 914P multichannel scalar. Unless otherwise noted, the signals presented below represent the average emission accompanying 200 successive pulses on the same spot.

To characterize the ion kinetic energies, the quadrupole mass-selected time-of-flight (TOF) signals were fit to functions representing the particle flux of ions with a one-dimensional Gaussian energy distribution with a mean kinetic energy $E_0$ and standard deviation $\sigma$. If these ions are emitted along the surface normal at time $t = 0$, their flux $I(t)$ at a detector mounted a distance $d$ (= 0.28 m) from the sample at time $t$ is given by:

$$I(t) = \frac{N_i m d^2}{\sqrt{2\pi} \sigma^3} \exp\left\{-\frac{\left[E(t) - E_0\right]^2}{2\sigma^2}\right\},$$

(1)
where $N_I$ is the total number of detected ions and $E(t) (= \frac{mv^2}{2} = \frac{md^2}{2t^2})$ is the kinetic energy of an ion of mass $m$ arriving at the detector at time $t$ after the laser pulse.

To characterize defect production a function of fluence, we exposed samples to measured doses of 157-nm radiation, removed them from the vacuum system, and measured the near-ultraviolet transmission in the irradiated region with a Perkin Elmer Lambda 9000 UV-VIS-NIR spectrophotometer. This instrument was also employed for diffuse reflectance measurements on abraded silica surfaces. Vacuum ultraviolet spectra were acquired \textit{in situ} after 157-nm irradiation with a McPherson 302 monochromator mounted on the experimental vacuum chamber.

Electron-hole pair production was probed by monitoring the luminescence produced by the decay self-trapped excitons (STE) at 80 K. The 157-nm laser beam was directed through silica samples held at liquid nitrogen temperature, and the resulting luminescence spectra were acquired with a Roper Scientific PI-Max 512RB gated, intensified CCD camera mounted at the exit aperture of a Jarrel Ash Monospec 18 monochromator. The STE luminescence is due a spin forbidden, triplet-to-singlet transition\textsuperscript{16} which has a lifetime of milliseconds.\textsuperscript{17} This long lifetime allowed us to delay the onset of data acquisition by 100 µs without significantly reducing the luminescence intensity. The energy of STE photons emitted immediately after the laser pulse is about 2.05 eV;\textsuperscript{18} the large difference between the photon energy and the band gap is due to an exceptionally large Stokes shift.\textsuperscript{19} Importantly, the STE photon energies gradually blue-shift with time after excitation to about 2.4 eV after 100 µs.\textsuperscript{18} In our uncorrected photoluminescence spectra, this peak appears at 2.5 eV.
3. Results and Discussion

3.1 Positive ion emission

At fluences between 1 and 3 J/cm$^2$ the only ions observed during pulsed 157-nm laser radiation are Si$^+$ (28 amu/e) and O$^+$ (16 amu/e). For comparison purposes, we note that the breakdown threshold we measure for polished Suprasil 2 under UHV conditions is about 3.5 J/cm$^2$. The ionization potentials of atomic O and Si are significantly greater than the 7.9 eV photon energy (13.6 and 8.2 eV, respectively);$^{20}$ thus we rule out ion production by single-photon ionization of neutral atoms after emission. Likewise, gas phase multiphoton ionization is not likely at these low power densities. We conclude that Si$^+$ and O$^+$ are emitted directly from the surface as ions. Interestingly, the excimer laser fluence required to generate significant positive ion emission from fused silica is about 15 times higher than the fluence required to produce comparable positive ion emissions from ionic single crystals such as the alkali halides.$^{21}$

Si$^+$ and O$^+$ time-of-flight (TOF) signals from polished silica, averaged over the first 200 laser pulses, are shown in Fig. 1. The Si$^+$ signal reproducibly displays two peaks in time, one near 28 $\mu$s and the other near 35 $\mu$s. Fitting the signals in Fig. 1 with the sum of two Gaussian distributions from Eq. (1) yields mean kinetic energies $E_0$ of 8.6 and 8.2 eV, respectively. Sample-to-sample and spot-to-spot variations result in uncertainties (in $E_0$) of about ±1 eV. The widths of the corresponding energy distributions [full-widths at half-maxima, from $\sigma$ in Eq. (1)] are typically 4-6 eV. These energy distributions do not change significantly as the fluence is increased from 1 to 2.6 J/cm$^2$. 
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Fig. 1. Mass selected time-of-flight signals for ions from polished silica under 157-nm irradiation: (a) Si$^+$ at 2.2 J/cm$^2$, and (b) O$^+$ at 2.5 J/cm$^2$. The dark lines are least-squares fits of Eq. (1) to the data, employing the sum of two Gaussian energy distributions in (a) and one in (b).

Under the same conditions, the O$^+$ signals are typically weaker and display a single peak about 25 $\mu$s after the laser pulse, as shown in Fig. 1(b). Least squares fits of Eq. (1) to the O$^+$ signals yield peak kinetic energies of $\sim$4 eV and full-widths at half-maxima of about 8 eV. Although the peak of the O$^+$ TOF signal nearly coincides in time with the peak in the Si$^+$ signal, the O$^+$ signal is significantly broader. As with Si$^+$, the O$^+$ energy distributions change little with laser fluence.
Both ion intensities are strong functions of laser fluence, as shown in Fig. 2. The Si\(^+\) emission intensity varies roughly with the 1.7\(^{th}\) power of fluence; thus we expect that Si\(^+\) emission requires (on average) more than one photon. The O\(^+\) intensity is a much stronger function of fluence, varying with the 5.3\(^{th}\) power of fluence. Comparable nonlinear fluence dependences have been observed in our previous studies of ion emission due to 248-nm radiation, including Mg\(^+\) from MgO, Na\(^+\) from NaNO\(_3\), and alkali ions from various alkali halides.\(^7,9,21-23\)

![Fluence Dependence of Si\(^+\) and O\(^+\) Signals](chart.png)

Fig. 2. Si\(^+\) and O\(^+\) intensities versus fluence from as-cut fused silica.

Positive ion emission from ionic crystalline materials has been attributed to the desorption of ions adsorbed near ionizable surface electron traps, such as anion vacancies.\(^7,21,24,25\) Surface defects such as atomic dimension steps and kinks offer possible sites for initial binding states. When the underlying defect is photoionized, the net electrostatic force on the sorbed ion (adion) becomes strongly repulsive, and the adion is ejected with considerable kinetic energy. Ion ejection involving repulsive Coulomb forces involves a sequence of photon absorption events that photoionize other electron traps near the adion. This gives rise to the higher order fluence dependencies observed in these ionic materials.
Ion emission sites in covalently bonded fused silica would involve Si\(^+\) and O\(^+\) adsorbed on surface defects that serve as electron traps, such as the E' center and the nonbridging oxygen hole center (NBOHC). High densities of surface E' centers have been detected by electron spin resonance on mechanically treated silica surfaces.\(^{26}\) UV reflectivity measurements (shown below) on our abraded samples display features near 210 and 250 nm that are consistent with absorption due to the E' center\(^{27}\) and the NBOHC, respectively.\(^{28}\) At the surface, these defects would provide favorable sites for positive ion sorption and laser-stimulated desorption.

If the ion-desorption sites responsible for ion emission are produced by mechanical treatments, it is reasonable to expect mechanical treatments to increase the intensity of the laser-induced ion emissions. The bar graph in Fig. 3 shows the relative Si\(^+\) and O\(^+\) intensities during exposure to 2.5 J/cm\(^2\) pulses of 157-nm radiation from surfaces with five different surface treatments. As-cut surfaces (cut with a diamond saw) yield relatively intense emissions. Treatments expected to yield lower surface defect densities, such as annealing and polishing, reduce the ion intensities. Conversely, treatments expected to produce higher surface defect densities, such as abrading and indenting, increase the ion intensities. Our previous studies have shown that surface defects play important roles in ion emission from other wide bandgap materials as well.\(^{7,9,21-23,29}\)
Si$^+$ and O$^+$ intensities (relative units) from fused silica surfaces exposed to 157-nm radiation at a fluence of 2.5 J/cm$^2$. The annealed sample was held at 1100 °C for eight hours. The polished sample was smoothed to a 0.25-µm finish with diamond paste. The abraded sample was roughened with 600 grit, SiC sandpaper. An array of indentations was produced on the indented surface with a diamond scribe.

The strong influence of surface treatment on ion intensity can be exploited to detect damaged surface material. Figure 4 shows a series of Si$^+$ and O$^+$ intensity measurements made while scanning a 1.5-mm laser spot across a scratch on a polished silica surface. (The scratch, made with a diamond scribe, was about 100 µm wide.) As the laser spot encounters the scratch, the Si$^+$ and O$^+$ intensities rise by a factor of four. Since the scratch is much thinner than the laser spot, the contrast between ion intensities (per unit sample area) from damaged and undamaged material is significantly underrepresented. Further, the great majority of the ions emitted from the sample are not transmitted through the mass filter employed to collect the data in Fig. 4. Orders-of-magnitude higher sensitivities are possible. (Near-unity detection efficiencies can be achieved with ion detectors mounted near the sample.) Similarly, the spatial resolution for damage detection can be improved by focusing the laser beam into a smaller spot. This sensitivity to damage may be of practical utility as a non-contact probe of surface damage. Mechanical defects can render optics especially prone to catastrophic failure at high fluences.$^{30,31}$ For example, we observe optical breakdown on polished silica surfaces at fluences above 3.5
J/cm$^2$; whereas on diamond-abraded surfaces, we observe breakdown at fluences below 2.7 J/cm$^2$.

Fig. 4. (a) Si$^+$ and (b) O$^+$ intensities versus position along a polished silica surface with a single scratch. The laser beam was scanned across the scratch at a fluence of 1.9 J/cm$^2$.

3.2 Effect of prolonged irradiation

**Ion emission.** Over the course of thousands of laser pulses, the intensity of the Si$^+$ and O$^+$ signals varies dramatically. Figure 5(a) shows how the Si$^+$ intensity from a polished sample varies during exposure to 1.5 J/cm$^2$ pulses at a pulse repetition rate of 1 Hz. The Si$^+$ intensity falls by at least an order of magnitude—rapidly during the first 200 pulses and more gradually
for another 2000 pulses. Subsequently, the intensity slowly increases. Under the same conditions, the O$^+$ intensity drops markedly during the first 800 pulses and subsequently plateaus at a level well above background, as shown in Fig. 5(b). In each of these measurements, the laser exposure was interrupted for 200 s after 4800 pulses and again after 6400 pulses. No discontinuity in the ion intensities at these exposures is observed when the laser beam is temporarily blocked. Therefore accumulative, pulse-to-pulse heating, if any, is not responsible for the observed intensity changes during prolonged exposure.

Fig. 5. (a) Si$^+$ and (b) O$^+$ intensities versus number of laser pulses from polished silica during exposure to 157 nm laser radiation at a fluence of 1.5 J/cm$^2$. The solid lines represent a least squares fit of the sum of an exponential decay and linear growth to the data.
The order-of-magnitude drop in both Si\(^+\) and O\(^+\) intensities during the first few hundred laser pulses suggests that a major share of the surface ion desorption sites responsible for emission—in this case, originally created by mechanical polishing—are gradually eliminated in the initial stages of 157-nm exposure. However, since the ion intensities remain well above background for several thousands of laser pulses, 157-nm exposure must also produce defects that yield emission. Thus laser irradiation both depletes and supplies ion desorption sites responsible for emission. In the case of Si\(^+\), which shows the slow rise with pulse number, the rate of initial state production slightly exceeds destruction during prolonged exposure.

Despite the large changes in ion intensities with pulse number, the shapes of the Si\(^+\) and O\(^+\) time-of-flight signals are remarkably consistent. Figure 6 compares normalized time-of-flight signals for Si\(^+\) and O\(^+\) acquired after the first 200 laser pulses at 1.5 J/cm\(^2\), and again after 9000 laser pulses (averaged over 200 laser pulses in each case). Although the time-of-flight signals broaden slightly during long exposures, the peak arrival times and mean kinetic energies are almost identical. Assuming that the ion kinetic energies reflect the local chemical and electrostatic environment of the ion desorption sites responsible for emission, we conclude that the ion emission sites produced by laser exposure (responsible for emission after several thousand pulses) are similar to the ion emission sites produced by mechanical treatments (responsible for emission during the early stages of exposure).
Laser-induced defects. We emphasize that to explain the observed initial and sustained ion emission from fused silica we must have defects and the laser must continue to make these defects. After an extensive analysis of a variety of fused silica defect structures, our best emission models involve surface Si-Si$^+$ and O-O$^+$ units. In the Si-Si$^+$ unit, a surface E' center provides a suitable chemical and electronic environment for the adsorption and release of Si$^+$. In the O-O$^+$ unit, a surface NBOHC provides a suitable environment for the adsorption and release of O$^+$. These Si-Si$^+$ and O-O$^+$ units can be produced by reactions involving E' centers and NBOHCs.

E' centers and NBOHCs are produced in significant numbers during 157 nm irradiation. Figure 7(a) shows the UV absorbance (calculated from the measured transmission through a 1-
mm thick sample) before and after exposure to 3000, 1.5 J/cm² pulses. The laser-generated absorption peaks near 212 nm and 257 nm correspond to absorption due to the E' center and the NBOHC, respectively. We also observe a small peak at 615 nm (not shown) that is also associated with the NBOHC. Photoelectron measurements by Zatsepin suggest that high densities of these centers are produced along the surface of electron irradiated fused silica. Although 157-nm photons penetrate much further (about 400 µm at low fluences), it is reasonable to assume that significant densities of E' centers and NBOHC are produced along the surface during laser irradiation as well.

We also observe minima in the spectra of light reflected from abraded fused silica that correspond roughly to the absorption maxima in Fig. 7(a). A typical diffuse reflection spectrum appears in the inset of Fig. 7(a). (A large feature due to Rayleigh scattering was removed from the reflection spectrum by subtracting a term proportional to λ⁻⁴.) Thus we have spectroscopic evidence for the E' and the NBOHC on both mechanically treated samples and on samples that have undergone prolonged 157-nm irradiation. Further, the time-of-flight signals for Si⁺ and O⁺ are essentially identical for these two sets of samples. We expect that these two defects (the E' center and the NBOHC) play critical roles in both the initial Si⁺ and O⁺ emissions from mechanically treated silica and from the emissions much later, after extensive laser exposure.

The photoelectronic production of E' centers and NBOHCs in fused silica is often attributed to the nonradiative decay of self-trapped excitons. This normally requires the absorption of two-photons, even at 157 nm. However, Hosono et al. have suggested that these defects can also be generated by single-photon absorption at disorder-related states associated with strained bonds. To determine whether one- or two-photon absorption is responsible for the production of E' centers and NBOHC under the conditions of this work, the growth of the E' and NBOHC absorption peaks during 3000 pulse exposures was measured as a function of fluence. The resulting absorbance changes are plotted as a function of fluence on a log-log scale in Fig. 7(b). At fluences above 0.9 J/cm², where most of our positive ion emission measurements are made, the slope of the plot is nearly two; thus the dominant mechanism for the
production of E' and NBOHC defects at these fluences involves two-photon absorption. At lower fluences, however, the slope of the plot is very nearly one. The low fluence behavior is consistent with defect generation by single-photon absorption at disordered-related states associated with strained bonds as suggested by Hosono et al. Such states can also enhance the cross section for two-photon absorption by many orders of magnitude by serving as intermediate (transient) states.

Fig. 7. (a) Room temperature absorption spectra of polished silica before (dotted line) and after (dark line) exposure to 3000, 1.5 J/cm² pulses of 157-nm radiation. The inset shows a diffuse reflectance spectrum acquired on an abraded silica surface; to emphasize the defect-related absorption, the contribution of Rayleigh scattering from the rough surface (proportional to λ⁻⁴) was removed. (b) Log-log plot of the absorbance at 212 nm (E' center) and at 257 nm (NBOHC) as a function of fluence. The data for the 212 nm absorbance has been shifted upward for clarity. Line segments of slope one and slope two have been drawn through the data at low and high fluences, respectively.
As mentioned above, defect production by two-photon absorption in fused silica involves the nonradiative decay of the self-trapped exciton (STE). To verify that such excitons are produced in our system, we monitored the STE luminescence of silica under 157-nm irradiation. At low temperatures, radiative decay proceeds in parallel with nonradiative decay, and the resulting luminescence probes exciton production. A typical luminescence spectrum acquired at liquid nitrogen temperature from previously unexposed, polished silica sample is shown in Fig. 8(a). The spectrum is well described by the sum of three Gaussian peaks. The onset of spectra acquisition was delayed 100 µs after the laser pulse; at this delay the STE luminescence peaks near 2.5 eV, as described in the Experiment Section. A second peak at 2.8 eV corresponds to emission from the oxygen-deficiency center (II). A third peak of uncertain origin is found at 3.0 eV. No significant changes in either the width or the height of the 2.5 eV peak are observed over the first few thousand laser pulses, consistent with a signal that depends only on the number of electron hole pairs produced by band-gap excitations at any given laser fluence.

Figure 8(b) shows the fluence dependence of the area of the STE luminescence peak (determined from the curve fit) on a log-log plot. Over this limited fluence range (0.3 < F < 0.5 J/cm²), the luminescence intensity varies with the square of the fluence, \( F (F^N \text{ where } N = 2.0 \pm 0.1) \). The observation of STE luminescence and its second-order fluence dependence at fluences below 0.5 J/cm² confirm that electron hole pairs and self-trapped excitons are very likely generated at the fluences above 1 J/cm² employed in this study. Although the STE luminescence is quenched at room temperature (due to temperature dependent non-radiative decay), the relevant two-photon absorption process of creating electron hole pairs should not be strongly affected by temperature. Furthermore, the non-radiative production of E' centers and NBHOCs via STE decay still operates at room temperature. We emphasize that the continuous production of these defects during prolonged laser exposure would explain the sustained Si⁺ and O⁺ emissions which we observe.
Reactions between E’ centers produced by STE decay can produce surface Si-Si\(^+\) units. These are the best candidate defect structures for Si\(^+\) emission we have identified to date. Indicating intact bridging bonds by – and nonbridging bonds by •, the E’ center becomes \(\equiv\text{Si•}\) and the Si-Si\(^+\) unit \(\equiv\text{Si-Si•••}\). Two E’ centers can react to form an ODC(I) defect, \(^{44}\equiv\text{Si–Si\equiv}\). From the ODC(I), the Si-Si\(^+\) unit can be formed by additional reactions with E’ centers:

\[
\equiv\text{Si–Si\equiv} + 3(\equiv\text{Si•}) \rightarrow \equiv\text{Si–Si•••} + 3(\equiv\text{Si–})
\]  

(2)
Hartree-Fock calculations below indicate that the terminal Si atom in the surface $\equiv$Si–Si$\text{•••}$ unit is a good hole trap. Thus it is reasonable to expect that the terminal Si retains a net positive charge, consistent with subsequent emission as Si$^+$. Reaction (2) consumes ODC(I) centers. ODC(I) centers are produced during prolonged 157-nm irradiation under the conditions of this work, as shown in the VUV absorption spectra of Fig. 9. The spectra of Fig. 9 were acquired before and after exposure to 30,000 157-nm pulses at 2.0 J/cm$^2$. The feature near 163 nm (7.6 eV) in the exposed material can be unambiguously assigned to the ODC(I), also denoted the neutral oxygen vacancy. The long exposure required to produce the ODC(I) absorption is consistent with the known difficulty of producing this defect in wet silicas, and with the relatively high E$'$ center densities required for E$'$ + E$'$ reactions. This difficulty is also consistent with the gradual increase in Si$^+$ intensity only after relatively long exposures [2000 pulses at 1.5 J/cm$^2$ in Fig. 5(a)].

E$'$ center reactions would naturally produce a variety of oxygen deficient centers, including the ODC(II). Although the structure of the ODC(II) is open to debate, it is closely related to the more abundant ODC(I) defect. The photoluminescence peak at 2.8 eV in Fig. 8(a) is indirect evidence for ODC(II) production during 157 nm exposure.
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Fig. 9. Vacuum ultraviolet absorption spectrum of fused silica before and after 30,000 157-nm pulses at a fluence of 2.3 J/cm$^2$. The peak at 163 nm is due to the ODC(I) defect.
The proposed desorption site for $O^+$ emission is the surface peroxy radical, $O-O\cdot$. Surface peroxy radicals are formed when atomic O (released by the dissociation of an NBOHC) reacts with a surface NBOHC.\(^{46}\)

\[
\equiv\text{Si–O•} + O \rightarrow \equiv\text{Si–O–O•}
\]

Hartree-Fock calculations described below show that the surface peroxy radical is a good hole trap. The terminal O retains a net positive charge consistent with subsequent emission as a positive ion. Both E’ centers and NBOHCs appear to play important roles in ion emission from fused silica during 157-nm irradiation.

### 3.3 Hartree-Fock models of candidate surface defects and ion emission mechanism

We investigated the potential of several surface defects to yield ion emission by performing \textit{ab-initio} Hartree-Fock calculations on silica clusters incorporating these defects. These calculations provide information on bonding, charge distributions, and possible excited states that constrain emission models. Many candidate clusters could be eliminated due to lack of stability or insufficient positive charge on the adion. Emission due to photoelectronic excitations normally involve transitions from bonding states to antibonding states localized near the emitted species; in addition, the energy difference between these states must be similar to the photon energy. Candidate clusters lacking these features were excluded from further consideration. Finally, ion emission requires that any antibonding final state persist until the ion escapes from the cluster; this rules out final states that lie in either the valence or conduction bands, where the large number of states with similar energy would favor rapid transitions to states that lack antibonding character.
Our search proceeded by designing a cluster incorporating a candidate defect structure; computing the corresponding equilibrium geometry and molecular orbitals; searching the band gap for orbitals with antibonding character localized on the candidate defect; and, if found, examining those orbitals $7.9 \pm 1$ eV below the candidate antibonding orbital for bonding orbitals also localized on the candidate defect. We emphasize that clusters satisfying all our criteria might still not yield emission. To verify emission would require currently difficult molecular dynamics simulations of highly excited systems. By virtue of their size, our clusters are also much less constrained that a semi-infinite silica solid—and this lack of constraint can allow for defect interactions (preventing emission in our cluster models) that would be unlikely on a physical silica surface. The models described below are but a first step in identifying the chemical and electronic properties that affect ion emission from a covalent material.

**Proposed Si+ emission mechanism.** As mentioned above, the most promising structures for Si+ emission that we have identified to date incorporate an Si-Si+ unit. We show below that the energy levels in the Si-Si+ unit are well situated for the absorption of a 7.9 eV photon. However, it is not clear that this excitation, by itself, will result in emission. We suggest that an electron must actually be *removed* from the excited state of the Si-Si+ unit before emission takes place. The final state for the removed electron is likely a deep electron trap, such as a nearest-neighbor nonbridging oxygen. The proposed sequence of events leading to emission is illustrated in Fig. 10.

The first step in the proposed emission process is the photoionization of a nearest neighbor electron trap [Fig. 10(b)]. Photoionization takes place by the absorption of a single, 7.9 eV photon, and provides a deep, unoccupied level to receive an electron from the Si-Si+ unit. A second photon absorption event [Fig. 10(c)] excites a bonding-to-antibonding transition in the Si-Si+ unit. This excited state then decays nonradiatively by electron transfer to the empty electron trap produced in Fig. 10(b). This electron transfer renders the Si-Si+ unit unstable, and terminal Si+ ion is ejected from the surface with several eV of kinetic energy [Fig. 10(d)]. We discuss
each of these steps below. The Si⁺ charge estimates in Fig. 10 are used to estimate the kinetic energy of the ejected Si⁺.
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**Fig. 10.** (a) Initial defect configuration for the proposed Si⁺ emission mechanism; the effective charges on the Si⁺ ions (in the electrostatic approximation, calculated from Hartree-Fock electron densities) are noted to the right of each ion. (b) A nearest neighbor nonbridging oxygen (NBO) is photoionized by a 157-nm photon. (c) A second 157-nm photon excites the Si-Si⁺ bond; the excitation decays by electron transfer to the unoccupied NBO state. (d) Repulsive electrostatic forces eject the terminal Si⁺. The charge states on the Si⁺ ions in (d) are estimated from those in (a), assuming that the emitted Si⁺ carries a charge of +1 e, and that the electron transfer in (c) has removed one electron from the Si-Si⁺ unit.

**Electron Trap Photoionization.** Recent theoretical work suggests that the surface nonbridging oxygen and E’ centers are deep electron trap in high-OH silicas.⁴⁷,⁴⁸ For the sake of definiteness, we focus on the nonbridging oxygen (NBO). The ability of the NBO at the surface to trap electrons is somewhat counterintuitive, as the same defect in the bulk is a good hole trap (the NBOHC). At the surface, the trapped electron is stabilized by lattice relaxations that are hindered in the bulk.⁴⁷ The surface NBO can be produced from surface Si-OH during 157-nm irradiation,⁴⁹ allowing for especially high trap densities. Other investigators have observed defect-related photoelectron emission from fused silica at photon energies as low as 4.5 eV;³² in our calculations, the most easily ionized traps were identified as surface NBO’s. We observe intense electron emission from silica during 157-nm irradiation, confirming that 7.9 eV photons can photoionize electron traps in amorphous silica under the conditions of this work.¹⁵

**Excitation of the surface Si-Si⁺ defect.** Hartree-Fock calculations can provide information on the local structure and charge states of candidate structures. For instance, defects
yielding positive ion emission should show some tendency to trap positive charge. Photoexcitation processes are often much more likely to yield emission if the initial or final states are localized near the ion to be emitted. Further, the energy difference between the initial and final states must be similar to the photon energy—here 7.9 eV.

The most promising candidate defect structures for Si$^+$ emission identified to date incorporate a surface $\equiv$Si-Si$^+$ unit, with a surface NBO in a nearest neighbor position. The $\equiv$Si-Si$^+$ unit is equivalent to a Si$^+$ ion bonded to a surface E' center. A typical cluster was composed of 12 silicon ions and 28 oxygen ions, shown in Fig. 11(a). The cluster framework is provided by four, six-member rings connected in a tetrahedral fashion. The defects in this cluster render it metastable in the sense that its total energy would be reduced by reactions between the terminal Si$^+$ and nearby NBOs. Since almost all our cluster atoms lie on the surface, they are much less constrained than surface atoms on a semi-infinite bulk. To prevent these reactions, additional constraint was provided by connecting the Si-Si$^+$ unit to three four-member rings; this structure is geometrically equivalent to a six-member ring with an Si-Si$^+$ unit bonded to three members of the six-member ring. A diagram of the local geometry of the Si-Si$^+$ unit relative to the surrounding six-member ring is shown in the inset of Fig. 11(a). Using the simple STO-3G basis also hindered energy-minimizing reactions with nearby NBOs. All the NBOs in the cluster except the nearest-neighbor electron trap were terminated with hydrogen. The cluster was assigned a net charge of +1 $e$, consistent with a neutral cluster with one positive adion. The calculated equilibrium geometry of the cluster is shown in Fig. 11(a).

Significantly, the equilibrium geometry calculations indicate that the cluster, including the adion, is bound and that the adion remains positively charged. Mulliken charge analysis shows over half of the net positive charge of the cluster is localized on the adion. The charge on the underlying Si ion is also net positive. Although the Si-Si$^+$ pair is bound, the net positive charge on the two silicon ions helps account for ion, as opposed to neutral, emission.

In Figs. 11(b) and 11(c), we show surfaces of constant electron probability amplitude for candidate initial and final states under 7.9 eV excitation. [The incorporation of the un-terminated
NBO (electron trap) introduces an unpaired spin. Unrestricted Hartree-Fock results distinguish between electron spin states with spins parallel and anti-parallel to the net cluster spin, denoted α and β states, respectively. The candidate initial state is two levels below the highest occupied molecular orbital (the β-HOMO-2 state), and the candidate final state is two levels above the lowest unoccupied molecular orbital (the β-LUMO+2 state). To compare the energy required to produce the β-LUMO+2 final state with the laser photon energy, the calculated (uncorrected) β molecular orbital energies for the cluster in Fig. 11 were tabulated. The results are shown in Fig. 12. The clusters of energy levels near –6 eV and +4 eV correspond to the valence and conduction bands of the bulk silica, respectively. The difference between the highest level in the lower band and the lowest level in the upper band is 9.57 eV—about 7% higher than the experimental band gap of 8.9 eV. This overestimate is consistent with the failure of Hartree-Fock methods to properly account for electron correlation. A reasonable correction to the calculated energy differences can be made by reducing all the calculated energies by the same 7% required to bring the calculated and experimental band gaps into agreement. Decreasing the calculated energy difference between the bonding HOMO-1,2 pair and the antibonding LUMO+2 state (8.3 eV) by 7% yields an energy difference of 7.7 eV. Thus the corresponding transition should be efficiently excited by 7.9 eV photons.
Fig. 11. Results of Hartree-Fock calculations for a Si$_{12}$O$_{16}$(OH)$_{12}^+$ cluster with a silicon adion attached to a silicon dangling bond. (a) Equilibrium geometry. The inset shows the local geometry of the Si-Si$^+$, which is bonded to three corners of a six member silicate ring. Surfaces of constant electron density for (b) the β-HOMO-2 orbital, the proposed initial state for ion emission; and (c) the β-LUMO+2 orbital, the proposed final state for ion emission. The surface darkness indicates sign of the wave function.
Fig. 12. Schematic band diagram corresponding to the silica cluster in Fig. 11(a). The length of the gray arrow corresponds to the 7.9-eV photon energy; this energy is sufficient to excite the transition from bonding to antibonding states localized on the Si-Si$^+$ unit.

The calculated 7.7 eV transition energy in the Si-Si$^+$ unit is similar to experimental excitation energies of the Si-Si bond in other compounds. For instance, Hosono et al. attribute an absorption band centered at 7.6 eV in fused silica to an Si-Si defect. Gas-phase Si$_2$H$_8$ also absorbs near 7.6 eV, where the initial state has been assigned to a sigma Si-Si bond. Since changing the identity of other species bound to the Si-Si unit apparently has little effect on the energy of the absorption, we expect that both the initial and final states are localized near the Si-Si bond. Thus, our 7.9 eV photons are likely suitable for the excitation from bonding to antibonding orbitals on the proposed Si-Si$^+$ defect.

**Electron transfer to trap.** The node between the two silicon ions in the Si-Si$^+$ unit of Fig. 11(c) indicates antibonding character. Menzel, Gomer, and Redhead proposed that
electron-stimulated desorption (ESD) of adsorbed gases on metal surfaces takes place by similar bonding-to-antibonding transitions. However, our experimental evidence suggests that a single bonding-to-antibonding transition is insufficient to yield Si$^+$ emission in this system. If single photon absorption yielded emission, we would expect the Si$^+$ intensity to vary with the first power of fluence: the observed fluence dependence is closer to the square of fluence. Further, emission due to a single 7.9 eV excitation would be inconsistent with conservation of energy (given the 8-9 eV average kinetic energy of the emitted Si$^+$).

An additional excitation would be required for Si$^+$ emission if the excited state of the Si-Si$^+$ unit is weakly bound, or if the excited state decays radiatively. Hartree-Fock calculations on the Si(SiH$_3$)$_2^+$ ion—a small molecule analog of the surface Si-Si$^+$ unit—suggest (but do not prove) that the LUMO+2 is indeed weakly bound. Conversely, the Si(SiH$_3$)$_3^+$ ion, formed by removing a second electron, spontaneously dissociates. Therefore we suggest that removing an electron from the Si-Si$^+$ unit is required for emission. For instance, the LUMO+2 excitation could decay by electron transfer to a nearby (empty) electron trap.

Significantly, the wave function density for candidate final state in Fig. 11(c) is shared between the Si-Si$^+$ unit and the nearby empty electron trap. This excitation therefore reduces the electron density on the Si-Si$^+$ unit and favors an increase in the Si-Si$^+$ bond length. Electron transfer to the NBO would be a natural result. Coupled quantum mechanics and molecular dynamics simulations would be required to establish whether the Si-Si$^+$ bond length subsequently increases in an unstable fashion to yield emission. However, emission appears to be a reasonable expectation. If the electron trap must be emptied by a separate excitation, emission would require two photons and thus vary with the second power of laser fluence.

**Si$^+$ kinetic energy.** In principle, both electrostatic and antibonding chemical forces contribute to the ion kinetic energy. We focus here on changes in electrostatic potential energy. (The potential contribution of antibonding chemical forces is discussed below.) Initially, the terminal Si$^+$ is bound to the cluster. To remove it, an energy equal to the binding energy, $BE$, must be supplied. The Appendix describes an estimate of $BE$ appropriate to the case of rapid
removal, where the rest of the ions in the cluster remain fixed in their initial positions. We find that $BE \approx 3.7$ eV. The laser-induced excitations described above and in Fig. 10 increase the potential energy of the ion by an amount $\Delta PE$. If $\Delta PE > BE$, the potential energy of the $\text{Si}^+$ adion is sufficient for emission. Further, if all the excess potential energy is converted to kinetic energy (consistent with rapid removal), the final ion kinetic energy, $KE$, is given by:

$$KE = \Delta PE - BE.$$  

In the scenario illustrated in Fig. 10, $\Delta PE$ includes changes in the electrostatic potential energy of the $\text{Si}^+$ adion due to the removal of an electron from the Si-$\text{Si}^+$ unit and the changes within the Si-$\text{Si}^+$ unit necessary to yield a +1 $e$ charge on the departing adion. (We neglect potential charge exchange with the rest of the cluster.) The charge on the neighboring NBO is unchanged by these two excitations, as the electron removed by the first excitation is replaced by electron transfer from the Si-$\text{Si}^+$ unit (the second excitation). The electrostatic contribution to $\Delta PE$ is then

$$\Delta PE = \frac{q_{\text{adion}}q_{\text{trap}}}{4\pi\varepsilon_0 r_{\text{trap}}} \bigg|_{\text{after excitation}} - \frac{q_{\text{adion}}q_{\text{trap}}}{4\pi\varepsilon_0 r_{\text{trap}}} \bigg|_{\text{before excitation}}$$

where $q_{\text{adion}}$ is the charge on the $\text{Si}^+$ adion, $q_{\text{trap}}$ is the charge on the underlying Si (which serves as a surface electron trap or adsorption site), and $r_{\text{trap}}$ is the length of the Si-$\text{Si}^+$ bond.

We take $q_{\text{adion}}$ and $q_{\text{trap}}$ before excitation from Hartree-Fock “electrostatic” charge estimates. In electrostatic charge estimates, the cluster is treated as a lattice of point charges located at the equilibrium atomic positions. The magnitude and sign of each charge is chosen to reproduce (as well as possible) the electrostatic potential distribution calculated from the Hartree-Fock charge densities.$^{50}$ Electrostatic charge values often differ significantly from those calculated from the contribution of each atomic basis function to the occupied molecular orbitals.
For the purpose of describing the electrostatic environment of the cluster ions, electrostatic charge values are preferred. Our Hartree-Fock calculations yield $q_{\text{adion}} = +0.46 \, e$, $q_{\text{trap}} = +2.44 \, e$, and $r_{\text{trap}} = 2.37 \, \text{Å}$.

The charge values after excitation are estimated by assuming that the Si-Si$^+$ unit loses an electron in the excitation process, and that the final charge on the adion is $+1 \, e$. With these assumptions, $q_{\text{adion}} = +1.0 \, e$ and $q_{\text{trap}} = +2.94 \, e$. Electron transfer from the Si-Si$^+$ unit is presumably very rapid, so that $r_{\text{trap}}$ is unchanged. With these values, $\Delta PE = 17.9 - 6.8 = 11.1 \, \text{eV}$, and the final ion kinetic energy $KE = 7.4 \, \text{eV}$. While this is somewhat less than the observed 8-9 eV Si$^+$ kinetic energies, the agreement is plausible given the uncertainties in the model and the calculated parameters.

The energy estimate above neglects atomic relaxation (which would reduce the ion kinetic energies) and antibonding chemical forces (which would increase the ion kinetic energies). The neglect of relaxation during ion emission from ionic solids is rationalized in Ref. 17. In a number of ionic materials, relaxation is frustrated by the close packed nature of their lattices. Even in more open lattices, relaxation processes that require the collective motion of several atoms will probably be limited on the time scales of a typical ion emission event (tens of picoseconds). As noted above, molecular dynamics simulations are required to address this issue.

Antibonding chemical forces are also neglected in Eq. (5). These forces arise from the contribution of electron kinetic energy to the total cluster energy. In the simplest diatomic molecule, H$_2$, the electron kinetic energy can be estimated from the derivative of total energy with respect to atomic separation.$^{53}$ In H$_2$, the kinetic energies of the (ground) $^1\Sigma_g^+$ and $^3\Sigma_u^+$ states evaluated at the equilibrium atomic separation for the $^1\Sigma_g^+$ state differ by only 0.2 eV; in contrast, the electron kinetic energy of the $^1\Pi_u$ state at the same atomic separation is several eV.$^{54}$ Thus the magnitude of kinetic energy effects is a strong function of the states involved in the excitation. Given the available computational resources, we are not able to estimate the
contribution of antibonding chemical forces to the ion kinetic energy in this system. This would presumably require coupled quantum mechanics and molecular dynamics simulations.

**Surface O-O+ defect.** Our efforts to model the O+ emission precursor were not entirely successful. The strongly nonlinear dependence of the O+ intensity on fluence implies the involvement of about five photon absorption events per emitted ion. It is difficult to incorporate this many absorption events into a simple model.

Any surface absorption site for O+ emission must have a strong affinity for positive charge (holes) in order to overcome the normally negative charge on the oxygen atom. The peroxy defect (≡Si-O-O•) is an important hole trap in silica\(^{55}\) and is readily formed by the reaction between atomic oxygen and a NBOHC. Hartree-Fock calculations (discussed below) show that the terminal oxygen on a surface peroxy defect (≡Si-O-O•) retains a positive charge, suggesting that O+ can be emitted by a suitable sequence of electronic transitions. We note that the fracture of fused silica in vacuum produces intense O+ emissions;\(^{56}\) thus we expect mechanically generated O+ on the silica surface. As discussed above, peroxy defects are also produced in the bulk by 157-nm laser radiation,\(^{57,58}\) consistent with the sustained emission of O+ during prolonged irradiation in Fig. 5.

Figure 13(a) shows the Hartree-Fock equilibrium geometry of a Si\(_{10}O_{14}(OH)_{14}\)+ cluster incorporating a surface peroxy unit (O-O+). The spin multiplicity of the ground state is four, consistent with the triplet ground state of the oxygen molecule plus an additional unpaired spin within the cluster. Spin states parallel and antiparallel to the net cluster spin are designated \(\alpha\) and \(\beta\) states, respectively. Surfaces of constant wave function density for initial and final states for excitations that might lead to emission are shown in Figs. 13(b) and 13(c).
Fig. 13. Results of Hartree-Fock calculations for a $\text{Si}_{10}\text{O}_{14}(\text{OH})_{14}^+$ cluster with a peroxy group attached to a silicon dangling bond. (a) Equilibrium geometry. Surfaces of constant wave function density for (b) the $\beta$-HOMO-51 orbital, one of the proposed initial states for ion emission; and (c) the $\beta$-LUMO+2 orbital, the proposed final state for ion emission. The surface darkness indicates the sign of wave function.
The terminal oxygen on the O-O+ unit in Fig. 12 exhibits a net positive charge of about +0.2 \(e\). Although the magnitude of this charge is much less than the +1.0 \(e\) of the emitted ions, it is comfortably positive. We assume that the net charge on the terminal O+ can be increased by electron transfer to nearby electron traps, as in the case of Si+ emission from the Si-Si+ unit. The photoexcitations necessary to photoionize these nearby electron traps and to transfer an electron from the O-O+ unit to an empty trap would contribute to the high-order fluence dependence of the O+ signal.

The bonding states associated with the surface peroxy unit in Fig. 13 lie deep in the valence band. The bonding orbital in Fig. 13(b) (\(\beta\)-HOMO-51) is one of several similar orbitals located about 3 eV below the top of the valence band. The \(\beta\)-LUMO+2 orbital in Fig. 13(c) is strongly antibonding and is well localized on the O-O+ unit. Excitations from the \(\beta\)-HOMO-51 orbital to the \(\beta\)-LUMO+2 orbital could contribute to O+ emission. Pauli exclusion forces associated with antibonding chemical states in the O-O+ defect (which we ignore in electrostatic models of emission) would contribute to the kinetic energy of the ejected O+.

To compare the energies required for the bonding-to-antibonding transitions in the surface peroxy unit, the molecular orbital energies for the cluster of Fig. 13 were tabulated. The energies for the \(\beta\) molecular orbitals in the vicinity of the band gap are plotted in Fig. 14. The energy difference between the bonding and antibonding orbitals of Fig. 14 is about 9 eV—well above the photon energy. Transitions between these two states would likely require a sequence of single-photon excitations, possibly involving nearby defects. A similar sequence of excitations has been invoked to explain the high-order (up to sixth order) fluence dependence of ion intensities during UV irradiation of ionic materials, including MgO and NaNO\(_3\).\(^7\) The high cross section for two-photon absorption in fused silica at 157-nm has also been attributed to a sequence of single photon absorption events involving defect related intermediate states.\(^38\)

The high-order fluence dependence of the O+ signal and the lack of a simple path from 7.9 eV excitations to O+ emission complicate the task of building a more complete model of the emission process. In particular, attempts to estimate the binding energy were not successful.
Fig. 14. Schematic band diagram corresponding to the silica cluster of Fig. 13(a), showing the $\beta$-manifold energy levels. The bonding states for the O-O$^+$ unit lie deep within the valence band. The length of the gray arrow corresponds to the 7.9 eV photon energy; this energy is insufficient for exciting a transition from bonding to antibonding states associated with the peroxy group. Multiple excitations, possibly involving intermediate states, would be required for O$^+$ emission.

4. Summary and Conclusions

Laser-induced positive ion emission has been observed from a number of wide bandgap, ionic materials. These ions often have kinetic energies well in excess of the photon energy. A good account of the ion kinetic energies and the fluence dependences of the ion intensities are provided by electrostatic models that incorporate:
(1) electron traps near (but not adjacent to) an adsorbed positive ion, whose photoionization increases the electrostatic potential energy of the adion, and

(2) a nearest-neighbor electron trap, whose photoionization releases the ion into vacuum.

As long as the nearest-neighbor electron trap remains occupied, the trapped charge produces a local potential energy minimum at the adion site and emission is prevented. After the ionization of one or more nearby electron traps, ion emission is triggered by the ionization of the nearest-neighbor trap.\(^7\)

Here we have shown that energetic positive ions (Si\(^+\) and O\(^+\)) are emitted from covalently bonded fused silica during 157-nm irradiation. Like the ion emissions from the more ionic materials, these ions are:

1. energetic (\(> 8\) eV for Si\(^+\) and about 4 eV for O\(^+\));

2. their intensities are strongly nonlinear functions of fluence; and

3. their intensities are increased dramatically by treatments that increase the density of surface point defects. Conversely, their intensities are reduced by treatments that reduce the density of surface point defects.

The high Si\(^+\) kinetic energy and nonlinear fluence dependence require the involvement of more than a single photon excitation event. We emphasize that these excitations involve sequential, single-photon absorption (i.e., multiple photon absorption), as opposed to a single multiphoton absorption event.

A reasonably complete account of the Si\(^+\) kinetic energy can be constructed with input from Hartree-Fock calculations on the surface Si-Si\(^+\) site. Although the Si-Si\(^+\) unit shows a bonding-to-antibonding transition that is well situated for excitation by 7.9 eV photons, this excitation alone is not sufficient for Si\(^+\) emission. Emission also requires (1) a nearby, empty electron trap (produced by a single-photon photoexcitation), and (2) electron transfer from the Si-Si\(^+\) unit to the resulting empty nearby trap (produced by a single photon, excitation of the Si-Si\(^+\) bonding to antibonding transition, which relaxes by electron transfer to the nearby empty
The Si+ adion remains bound in the Si-Si+ unit until the Si-Si+ antibonding state is excited and decays by transfer to the nearby empty trap.

The ion desorption sites required for ion emission can be produced by mechanical treatments, including abrasion and indentation. Laser absorption at 157-nm produces similar sites by both one- and two-photon processes. Thus ion emission can be sustained at modest levels even after thousands of laser pulses. Mishandling and polishing errors can produce similar defects during the preparation of optical components. Since ions can be detected with near-unity efficiencies, ion emission is a sensitive probe of flaws and defects on silica components for critical optical applications.

The covalent nature of the Si-O bond in silica argues against a purely electrostatic emission mechanism for ion emission. The classic example of emission in covalent systems is electron-stimulated emission from adsorbate-covered metal surfaces. These emissions are attributed to the production of chemical states whose antibonding character is sufficient to yield emission (the Menzel-Gomer-Redhead mechanism).

Important details of the ion emission process from fused silica remain unresolved. These include the contributions of antibonding chemical forces and lattice relaxation to the ion kinetic energies. The factors controlling the width of the ion kinetic energy distributions are also not clear. Some of the required calculations are beyond the current state of the art. The close relation between ion emission and atomic-level damage processes provides a powerful motive for developing improved models of excitation and lattice dynamics. As a check on chemical models, the high sensitivity with which ions can be detected is an important advantage. Experimental studies of laser-induce damage often require higher fluences, higher defect densities, and even more complex excitations.
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Appendix: Binding Energy Calculation

This binding energy \( BE \) of the \( \text{Si}^+ \) ion in the ground state cluster in Fig. 10(a) was estimated from Hartree-Fock energy calculations on clusters that represent the absorption site before and after emission. The potential energy of the cluster before emission \([E_{\text{Si}_{12}\text{O}_{16}(\text{OH})_{12}^+}]\) is taken directly from calculations on the cluster of Fig. 11(a). The potential energy after emission (neglecting kinetic energies) is the sum of the energy of an isolated \( \text{Si}^+ \) ion \( (E_{\text{Si}^+}) \) and the energy of the neutral \( \text{Si}_{11}\text{O}_{16}(\text{OH})_{12} \) cluster with adion removed \([E_{\text{Si}_{11}\text{O}_{16}(\text{OH})_{12}}]\); the latter energy was calculated with atomic positions fixed, as most atomic motions along the surface are constrained by the underlying bulk. Then the binding energy \( BE \) becomes

\[
BE = E_{\text{Si}_{12}\text{O}_{16}(\text{OH})_{12}^+} - [E_{\text{Si}_{11}\text{O}_{16}(\text{OH})_{12}} + E_{\text{Si}^+}]
\]  

(3)

This procedure yields \( BE \approx 3.7 \) eV.
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CHAPTER TWO

Interaction of vacuum ultraviolet excimer laser radiation with fused silica: II. Neutral atom and molecule emission

Sharon R. George, S. C. Langford, and J. T. Dickinson*

Abstract

We report mass-resolved time-of-flight measurements of neutral Si, O, and SiO from ultraviolet-grade fused silica during pulsed 157-nm irradiation at fluences well below the threshold for optical breakdown. Although the emission intensities are strongly affected by thermal treatments that affect the density of strained bonds in the lattice, they are not consistently affected by mechanical treatments that alter the density of point defects, such as polishing and abrasion. We propose that the absorption of single 157 nm photons cleave strained bonds to produce defects that subsequently diffuse to the surface. There they react with dangling bonds to release neutral atoms and molecules. Hartree-Fock calculations on clusters containing these defects support the contention that defect interactions can yield emission. More direct emission by the photoelectron excitation of antibonding chemical states is also supported.
1. Introduction

Fused silica is a technologically important optical material for UV applications. Despite a bandgap of 8.9 eV,\(^1\) fused silica is not suitable for most optical applications at 157 nm (7.9 eV) due to strong absorption by point defects\(^2\) and an Urbach tail of disorder-related states.\(^3\) These states may also facilitate the etching of fused silica surfaces by F\(_2\) excimer lasers.\(^4-6\)

Particle emission can be a valuable probe of interactions between optical materials and laser radiation in the near-surface region. In companion papers, we describe observations of positive ions\(^7\) and negative ions\(^8\) from fused silica during 157-nm irradiation at fluences well below the threshold for optical breakdown. Here we report observations of the emission of neutral atoms and molecules in vacuum from fused silica surfaces during 157-nm irradiation under comparable conditions. The number of neutral atoms and molecules emitted during laser irradiation is typically six orders of magnitude greater than the number of ions. Thus the great majority of the material removed during laser etching at 157 nm appears as neutral atoms and molecules.

SiO is generally the most intense neutral particle observed during 157-nm irradiation; Si and O (16 amu/e) are also detected. Neutral emissions have been previously observed during the excimer laser irradiation of other wide band-gap (but crystalline) materials at photon energies below the bandgap.\(^9-13\) In each case, the emission intensities show strong, non-linear fluence dependences. In contrast, the neutral emission intensities from fused silica during 157-nm irradiation are relatively weak functions of fluence—about first order. Moreover, a significant fraction of the detected atoms and molecules are released from the surface well after the laser pulse, producing long tails in the time-of-flight signals. We present models of the bond breaking necessary for the production of these signals. Hartee-Fock calculations on silica clusters confirm that reactions between surface and subsurface defects can lead to the emission of these neutral species. We propose that the high efficiency of defect production by photon absorption at
stained bonds is responsible for the high intensities and weak fluence dependences of the observed neutral emissions from fused silica during 157-nm irradiation.

2. Experiment

Samples were cut from UV grade fused silica from Heraus-Amersil (Suprasil 2) using a diamond saw and then cleaned in ethanol. This material is a high purity silica (typically 1 ppm total metal content) with a high water content (typically 1200 ppm OH). To modify the character and density of surface defects, some samples were abraded with 600-grit SiC sandpaper or polished to a 0.3-µm surface finish with alumina or diamond abrasives. Extensively deformed surfaces were produced by forming an array of indentations on a polished surface with a diamond scribe; care was taken to avoid fracture. Surfaces with relatively low densities of mechanically-produced defects were produced by annealing polished samples at 1100 °C for eight hours. Surfaces with relatively low densities of mechanically produced defects but relatively high fictive temperatures (high densities of strained bonds) were prepared by annealing polished samples at 1400 °C for 10 minutes in a vertical tube furnace and then dropping them into a beaker of room temperature, 3 M nitric acid. Although some of these treatments are expected to leave hydrogen- and carbon-rich residues, no emission of water, OH, H, H₂, or CO was detected under the conditions of this work. Residual contaminants from these treatments were likely desorbed by the first few laser pulses and did not contribute significantly to the observed emissions.

Samples were mounted on a translation stage directly in front of and normal to the axis of a UTI 100C quadrupole mass spectrometer (QMS). All experiments were performed in a vacuum chamber with a base pressure of about 3 × 10⁻⁷ Pa. 20-ns pulses of 157-nm laser radiation were provided by a Lambda Physik LPF200 laser (F₂ excimer) at a pulse repetition rate of 5 Hz. The beam was focused to a 0.008 cm² spot on the sample with a calcium fluoride lens. The pulse energies were measured with a Star Tech Instruments model CF20C energy probe for
157 nm. The fluences reported below were obtained by dividing the pulse energy by the spot size.

Neutral atoms and molecules were ionized by electron impact with 70-eV electrons. Ions exiting the mass filter were detected with a Channeltron electron multiplier (CEM) biased to detect positive ions. The output of the detector was amplified, discriminated, and pulse counted over 200-ns intervals with an EG&G PARC 914P multichannel scaler. Unless otherwise noted, the signals accompanying 200 successive pulses on the same spot were summed. Most of the time-of-flight signal intensities below are reported in terms of counts per microsecond (MHz): counts per laser pulse per channel interval (in microseconds).

The mass-selected time-of-flight (TOF) signals in this work are quite broad and are not satisfactorily described by thermal desorption limited to the duration of the laser pulse.\textsuperscript{14} As described below, emission is sustained for hundreds of microseconds after the laser pulse. To describe this sustained emission, we assume that emission after the laser pulse is rate-limited by a thermally activated process whose rate decreases as the laser-heated surface cools. If the density of adsorbed species is not significantly depleted by emission, the corresponding emission rate $S(t')$ is given by:

$$S(t') = S_0 \exp \left[ -\frac{E_a}{kT(t')} \right],$$

where $t'$ is time after the laser pulse, $S_0$ is a constant, $E_a$ is an activation energy, $k$ is the Boltzmann constant, and $T(t')$ is the surface temperature. Equation (1) describes emissions that are rate-limited by thermal desorption from the surface and/or by thermally-activated diffusion to the surface.

The absorption of silica at 157 nm is dominated by the Urbach tail of disorder-related states extending from the silica conduction band into the nominal bandgap. The corresponding state densities are high enough to yield strong absorption, but well below atomic densities.
Under these conditions, it is possible for photon fluxes employed in this work (at least $10^{17}$ cm$^{-2}$ per laser pulse) to saturate the absorbing defects in a thin surface layer. In this case, Beer’s law does not apply. To describe the surface temperature as a function of time, we assume that a surface layer of thickness $a$ is uniformly heated to a temperature $T_{RT} + \Delta T$, where $T_{RT}$ is room temperature and $\Delta T$ is the temperature change due to the laser pulse. Assuming that the material cools by thermal diffusion, the surface temperature after the laser pulse varies as:

$$T(t') = T_{RT} + \Delta T \operatorname{erf}\left(\frac{a}{2\sqrt{\kappa t'}}\right) = T_{RT} + \Delta T \operatorname{erf}\left(\frac{\alpha}{\sqrt{t'}}\right),$$

where $\kappa$ is the thermal diffusivity, and $\alpha = a/(2\kappa^{1/2})$; $\alpha^2$ has units of seconds and the time scale for surface cooling. For simplicity, we assume that $\alpha$ is independent of temperature.

The velocities of particles desorbed in thermal equilibrium with a surface are described by the Maxwell-Boltzmann distribution for effusing particles. The detected signal is proportional to the particle density in the quadrupole ionizer, which is readily obtained by transformation of the velocity distribution. We employ a coordinate system where the particles are emitted from the origin, with the sample lying in the $y$-$z$ plane, and the quadrupole ionizer is centered at position ($d = 10.5$ cm, 0, 0) along the $x$-axis. (For simplicity, we assume that all ionization takes place at the center of the 3-cm long ionizer mounted at the entrance aperture of the mass filter, and that these ions immediately enter the mass filter.) As in Eq. (1), we take $t'$ to be the time of emission, where $t' = 0$ at the laser pulse. After the particles are ionized, they require time $t_Q$ to travel the 15.5-cm length of the mass filter before reaching the detector at time $t$. In this work, $t_Q$ was computed iteratively for each experimental arrival time, $t$, noting that each ionized neutral gains 15 eV of kinetic energy as it passes into the mass filter. (The interior of the ionizer is held at a potential of +15 eV relative to the average potential along the central axis of the mass filter.) The contribution of particles emitted at time $t'$ to the signal detected at time $t > (t' + t_Q)$ is
\[ M(t - t') = \frac{S(t') \eta d}{2\pi [t - t_0 - t']^4} \left( \frac{m}{kT(t')} \right)^2 \exp \left\{ \frac{-md^2}{2kT(t') [t - t_0 - t']^2} \right\} \]  

(3)

where \( \eta \) is the quadrupole sensitivity (counts per second per particle in ionizer, assumed to be constant over the ionizer volume), and \( m \) is the particle mass. The resulting quadrupole output \( I(t) \) is the integral of contributions due to particles emitted at times \( t' < (t - t_0) \):

\[ I(t) = \int_{t_0}^{t - t_0} S(t') MB(t - t') dt' . \]  

(4)

The integral was solved for each experimental time by Romberg’s method. The four model parameters \( (S_0, E_a, \alpha \text{ and } \Delta T) \) were chosen to minimize the variance between the curve of Eq. (4) and the data using nonlinear least-squares techniques (the Levenburg-Marquart algorithm\textsuperscript{16,17}).

This model provided a good description of the signals and provided physically reasonable parameters. This was not the case for several other models of similar complexity, including models based on linear, Beer’s law absorption.

Hartree-Fock calculations were performed with the 6-31G* basis set on a variety of silica clusters incorporating defects using the Wavefunction (Irvine, CA) Spartan ‘06 molecular modeling program.

3. Results and Discussion

3.1 Mass-selected time-of-flight signals

Direct versus indirect signals. At the level of sensitivity of our quadrupole mass spectrometer, we detect three neutral species from silica during 157-nm irradiation: SiO, Si and
O. As noted below, the emission intensity typically drops about 30% during the first 300 laser pulses. Unless otherwise stated, the surface was exposed to 300 laser pulses prior to acquiring time-of-flight data to minimize the effect of this initial surface evolution. Figure 1 shows a raw time-of-flight signal (marked “total emission”) for the most intense neutral product, SiO, from polished silica at a fluence of 1.2 J/cm² per pulse. This time-of-flight is much broader than simple Maxwell-Boltzmann distributions with the same peak time-of-flight. Unfortunately, broad time-of-flight signals are often distorted by the contribution of particles that bounce off nearby surfaces into the quadrupole ionizer. To characterize the contribution of particles reaching the ionizer by these indirect paths, time-of-flight measurements were made after blocking the direct path between the sample and the ionizer with a copper plate; the resulting signal is marked “indirect beam” in Fig 1. The signal we can physically interpret includes only those particles that travel directly from the sample to the ionizer, that is, the difference between the unblocked signal (total emission) and the blocked signal (indirect beam). This difference signal is labeled “direct beam” in Fig. 1.

![Graph showing Total emission, Indirect beam, and Direct beam](image)

Fig. 1. Neutral SiO from as-cut fused silica exposed to 157-nm radiation at a fluence of 1.2 J/cm² per pulse. The curve labeled total emission is the raw data. The curve labeled indirect beam was obtained by blocking the direct path between the sample and the ionizer. The direct beam is the difference between the total emission and the indirect beam.
The small mass difference between \( \text{CO}_2 \) and SiO is not resolved by our mass filter. Since \( \text{CO}_2 \) is a common vacuum system contaminant, care was taken to rule out \( \text{CO}_2 \) as a major source of the signal at 44 amu. The fragmentation of \( \text{CO}_2 \) in the ionizer under the conditions of this work produces a weak signal at 12 amu (C) and stronger signals at 16 amu (O) and 28 amu (CO); the intensities of the signals at 16 amu and 28 amu are roughly equal. No signal at 12 amu was detected during laser irradiation. Further, signal intensity at 28 amu (Si or CO) is typically at least twice the intensity at 16 amu (O). Thus the contribution of \( \text{CO}_2 \) to the signal at 44, 28 or 16 amu is modest at best.

Corrected, “direct” time-of-flight signals for each of the observed species at a fluence of 1.2 J/cm\(^2\) are shown in Fig. 2. Even after subtracting the indirect signal due to particles bouncing off the vacuum system walls, the time-of-flight signals remain well above background 1000 µs after the laser pulse. In our apparatus, particles emitted with thermal velocity distributions during the laser pulse (well described by Maxwell-Boltzmann distributions) typically decay to near-background levels in less than 500 µs. As might be expected, the time-of-flight distributions in Fig. 1 are poorly described by simple Maxwell-Boltzmann distributions for effusive particles, if we assume that the particles are emitted during the laser pulse. (Forced curve fits yielded unphysically low effective temperatures—often below room temperature.) Therefore we conclude that particle emission is not confined to the duration of the laser pulse, but continues for some hundreds of microseconds after the laser pulse. The dashed line in Fig. 2(a) represents the source function \( S(t') \) for SiO (in arbitrary units) where \( t' \) is the time of emission after the laser pulse. To adequately describe these time-of-flight signals, the source function must remain significantly positive for times on the order of 1 ms.

**Contribution of SiO fragments to Si and O signals.** In the case of atomic Si and O, the fragmentation (cracking) of molecular SiO in the quadrupole ionizer can contribute to the Si and O signals. As each of the ionized neutrals pass into the mass filter, they are accelerated to the same kinetic energy (15 eV). When SiO molecules and fragments ionized at the same time, the lighter Si and O fragments will therefore reach the detector before the heavier SiO. In our
apparatus, the Si and O signals corresponding to SiO fragments would lead the SiO signal by 12 µs and 20 µs, respectively. Since observed Si and O signals lead the SiO signal by at least twice

Fig. 2. Time-of-flight signals for neutral (a) SiO, (b) Si, and (c) O from polished fused silica exposed to 157-nm radiation at a fluence of 1.2 J/cm² per pulse. The dark line in each diagram represents a least squares fit of Eq. (4) to the data. The dashed line in (a) shows the source function $S(t')$ used in the curve fit for SiO (arbitrary units), where $t'$ is the time of emission after the laser pulse. The dashed line in (c) represents the expected contribution of atomic O produced by the dissociation of SiO in the quadrupole ionizer. The contribution of Si produced by the dissociative ionization of SiO in (b) could not be unambiguously determined and is neglected. The maximum effective surface temperatures employed for the curve fits in (b) and (c) were constrained to equal that in (a) for SiO: $T_{RT} + \Delta T = 1170$ K.
these amounts, the majority of the observed O and Si signals can be assigned to atomic O and atomic Si emitted directly from the surface. Consistent with emission in thermal equilibrium with the surface, the leading edges of the time-of-flight signals for each species shift to shorter times with increasing fluence. In the model, this behavior was ensured by giving each particle thermal velocities appropriate to the surface temperature at the time of emission.

The dark line in Fig. 2(a) show a least squares fits of Eq. (4) to the SiO time-of-flight signal. This model incorporates a thermally activated process that allows for sustained emission after the laser pulse. The curve fitting procedure for the SiO signal yields a peak effective surface temperature of 1170 K. Assuming that SiO, Si, and O are emitted in thermal equilibrium with the surface, their time-of-flight signals should reflect the same peak surface temperature. In the curve fits of Fig. 2, the peak surface temperatures for the Si and O signals were fixed at the value obtained for SiO. This procedure was necessary to overcome numerical uncertainties caused by the contribution of SiO fragments to the Si and O signals.

The Si signal is significantly more intense than the expected signal due to SiO fragments, making it difficult for curve fitting techniques to characterize the proportionally small contribution of SiO fragments. Reasonable fits of Eq. (4) to the Si time-of-flight signals are obtained when SiO fragments are neglected. This is not the case for the relatively weak signal due to atomic O in Fig. 2(c). The dashed line in Fig. 2(c) shows the expected contribution of SiO fragments (taken as a fraction of the SiO intensity, corrected for O time-of-flight through the mass filter) required to adequately describe the O signal.

**Curve fit parameters for SiO.** The peak surface temperatures obtained from curve fits to the SiO signals (the most intense neutral product) increase from 600 to 1400 K as the fluence is raised from 0.7 to 2 J/cm². The highest temperatures are still below the melting point of fused silica (about 1600 K), consistent with the lack of melt-like surface features in scanning electron microscope images of our irradiated surfaces. We note that temperatures near the material boiling point (about 2230 °C for fused silica) are normally required to produce detectable
quantities of vapor during a nanosecond laser pulse. In previous work on neutral emissions during 248-nm irradiation of MgO,\textsuperscript{9} NaCl,\textsuperscript{10} NaNO\textsubscript{3},\textsuperscript{11} Si\textsubscript{3}N\textsubscript{4}\textsuperscript{12} and CaHPO\textsubscript{4}·2H\textsubscript{2}O\textsuperscript{13}, we found that the effective surface temperatures derived from time-of-flight analysis often exceeded the material \textit{boiling} points at fluences sufficient to produce melt-like features on the surface. The activation energies for these emissions, when determined, were consistent with thermal vaporization or decomposition.

Thermally activated processes with activation energies greater than about 2 eV (including typical vaporization enthalpies) are strong functions of temperature, and the resulting emission is generally confined to the duration of peak surface temperatures (usually less than a microsecond). Even at room temperature, the thermal desorption of loosely bound species (binding energies < 0.2 eV) can be rapid and complete on time scales of microseconds. Under these conditions, time-of-flight signals behave as if emission were confined to the duration of the laser pulse. Emissions with thermal velocities well after the laser pulse are most likely due to the production of weakly bound species well after the laser pulse. The activation energies [\(E_a\) in Eq. (1)] obtained by fitting Eq. (4) to the SiO, Si and O signals are 0.8, 0.6 and 0.5 eV, respectively. Similar values were obtained from time-of-flight signals acquired over the entire range of probed fluences. These activation energies are below those expected for the diffusion of O and Si in fused silica\textsuperscript{18} and well below the enthalpy for the vaporization of silica (5-7 eV).\textsuperscript{19} Yet they are well above typical binding energies for physisorbed atoms and molecules (< 0.2 eV). As discussed below, we propose that moving chain fragments generated by the photolysis of Si-O bonds play a critical role in the emission process. Although the relevant activation energies are not known, these motions are presumably thermally activated.\textsuperscript{20}

The time-of-flight signals over the entire range of fluences were adequately described by
\[
\alpha = a/(2\kappa^{1/2}) \approx 0.02 \text{ s}^{1/2},
\]
where \(a^2 \approx 400 \mu\text{s}\) corresponds to a time-scale for surface cooling by thermal conduction. In the context of the model, this time scale parameter and the room temperature thermal diffusivity, \(\kappa \approx 0.007 \text{ cm}^2 \text{ sec}^{-1}\),\textsuperscript{21} require that the silica is uniformly heated to a depth \(a \approx 30 \mu\text{m}\). This is less than 10\% of the measured, linear absorption depth of high-OH
silicas at 157 nm (≈ 400 µm). Although the value of \(a\) is lower than one might expect, the laser fluences employed in this work are simply too low to significantly heat the material in a layer of this thickness. The change in surface temperature, \(\Delta T\), due to a radiant energy input per unit area, \(J\), absorbed uniformly in a surface layer of thickness \(a\) over a time interval \(\tau\) (\(\tau\) must be much less than the time scale for thermal diffusion), is given by

\[
\Delta T = \frac{(1 - R)J}{\rho c_p a},
\]

where \(R \approx 0.1\) is the surface reflectivity, \(\rho \approx 2.2 \text{ g cm}^{-2}\) is the density, and \(c_p \approx 0.8 \text{ J g}^{-1} \text{ K}^{-1}\) is the specific heat capacity. Using values from the curve fit in Fig. 2 (\(a \approx 30 \mu\text{m}\) and \(J = 1.2 \text{ J cm}^{-2}\)), \(\Delta T\) in Eq. (5) is 205 K—about 25% of the \(\Delta T\) derived from our time-of-flight measurements at this fluence—about 900 K in Fig. (2). As required for self-consistency, the time scale for the deposition of thermal energy (equal to the 20 ns laser pulse duration), is much less than the time scale for thermal diffusion \(\tau = a^2/\kappa \approx 60 \text{ ms}\), assuming a typical room temperature thermal diffusivity \(\kappa \approx 0.007 \text{ cm}^2 \text{ s}^{-1}\).²¹

More plausible surface temperatures can be reached if a small fraction of the laser energy is deposited in a much thinner surface layer. For the purpose of temperature estimates, heated layers that are thinner than the thermal diffusion length \(\delta\) will behave roughly as if they are one diffusion length thick, where \(\delta = (\kappa \Delta t)^{1/2} \approx 150 \text{ nm}\) for the duration \(\Delta t = 30 \text{ ns}\) of our laser pulse. If 2% of the laser energy is deposited within a layer of thickness \(a = \delta = 150 \text{ nm}\) along the surface, the surface temperature rise from Eq. (5) is 700 K—sufficient to account for the TOF derived surface temperature at 1 J/cm². Measurements of enhanced near-surface absorption in silica at 157 nm are difficult due to the strong bulk absorption at this wavelength. However, strong, near-surface absorption has been observed in polished fused silica at 248 nm, where silica is nominally transparent.²³ At much higher fluences (high enough to yield measurable etching), etch rate versus fluence measurements have yielded much lower effective absorption depths.
corresponding to \( a \approx 50 \text{ nm} \).\(^{24}\) Thus it is reasonable to expect a significant enhancement of laser absorption in the near-surface region under conditions that yield neutral emission.

If laser-induced heating is confined to a submicron surface layer, the room-temperature thermal diffusivity is much too high to account for thermally driven emission 100 \( \mu \text{s} \) after the laser pulse. Assuming \( a = 150 \text{ nm} \) and \( \kappa = 0.007 \text{ cm}^2/\text{s} \),\(^{21}\) Eq. (2) yields \( \alpha \approx 1 \times 10^{-4} \text{ s}^{1/2} \). The corresponding time scale for cooling (\( \alpha^2 \approx 10 \text{ ns} \)) is much too fast for significant emission after the laser pulse. The known thermal diffusivity of bulk fused silica increases only gradually with temperature over the expected temperature range,\(^{21}\) and this change is in the wrong direction to account for sustained emission. We are forced to require a significantly lower thermal diffusivity in the near surface layer and point out that this would be consistent with a locally high degree of lattice disorder. As noted below, we find that annealing treatments that reduce lattice disorder virtually eliminate neutral emission.

### 3.2 Role of defects in neutral emission

**Effect of mechanical and thermal treatments.** Previous measurements of positive ion emission from fused silica during 157-nm irradiation show much more intense emissions from samples subjected to mechanical treatments such as cutting, polishing, abrasion, and indentation.\(^7\) These same mechanical treatments have little effect on the neutral intensities. Figure 3 shows the relative intensity of the SiO, Si and O detected during the first 200, 1.5 J/cm\(^2\) laser pulses on previously unexposed sample surfaces after various mechanical and thermal treatments. With the exception of the quenched sample, SiO is consistently the most abundant neutral. The total counts for all three neutral species detected from samples without thermal treatments are quite similar, regardless of whether the samples are tested as-cut, after polishing, after abrading, or after indenting. This insensitivity to treatment is consistent with the suggestion above that pre-existing point defects play a relatively small role in the process of neutral emission.
In contrast with mechanical treatments, thermal treatments dramatically affect the neutral emission intensities. After an eight-hour anneal in air at 1100 °C, followed by a slow cool-down (1 °C/min), neutral emission from polished samples is virtually eliminated (Fig. 3, right hand bars). This sample is expected to have a much lower density of strained bonds than any of the mechanical treated samples. In contrast, a ten-minute anneal in 1400 °C argon, followed by rapid quenching, doubles the SiO and O intensities and quadruples the Si intensity (Fig. 3, left hand bars). Quenching freezes in the relatively high structural disorder generated at high temperatures and leads to high densities of strained bonds. As discussed below, strained bonds are readily cleaved by the absorption of single 7.9 eV photons, thereby generating defects that yield neutral emission.

Effect of prolonged irradiation. Figure 4 shows the evolution of the neutral SiO, Si, and O intensities from polished fused silica during the first ten thousand pulses at a fluence of 1.8 J/cm². During the first 300 pulses on previously unexposed surfaces, the intensity drops about 35% for SiO, 40% for Si, and 25% for O. Over the next 10,000 pulses, the intensity gradually plateaus for all three neutral species. Eventually the intensities of the Si and O signals
slowly begin to rise again. The dark lines in Fig. 4 are least squares fits of an empirical function incorporating the sum of an exponential decay and a linear rise to emphasize the persistence of these emissions.
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**Fig. 4.** SiO, Si and O intensities from polished fused silica during prolonged exposure to 157-nm radiation at a fluence of 1.8 J/cm² per pulse. The dark lines represent curve fits to the data incorporating the sum of two terms, one describing an exponential decay and the other a linear growth.

This behavior is consistent with simultaneous “clean up” and “induction” processes: laser exposure rapidly destroys pre-existing defects that participate in emission and slowly produces new ones. The size of the initial drop (about 30%) provides a rough indication of the contribution of pre-existing defects to the initial emission intensity (the first data point in Fig. 4). In contrast, previous measurements of the positive ions O⁺ and Si⁺ under similar conditions show drops of 90% during the initial stages of exposure. As discussed below, we attribute the relatively small influence of pre-existing defects on the neutral atom and molecule intensities to the extraordinarily high efficiency of laser-induced defect production at strained bonds.

**Effect of laser fluence.** Figure 5 shows a log₁₀-log₁₀ plot of the SiO, Si, and O intensities as a function of fluence on as-cut fused silica. In each case, the signal intensities are remarkably weak functions of fluence (slope ≈ 1). This weak fluence dependence contrasts
dramatically with previous measurements in our laboratory of neutral emissions from other materials at longer laser wavelengths. For instance, the intensities of neutral atoms and molecules during by 248-nm irradiation from MgO, NaCl, NaNO₃, Si₃N₄ and CaHPO₄·2H₂O are strongly nonlinear functions of fluence. As implied above, the presence of strained bonds in fused silica (absent in these crystalline materials) raises the efficiency of defect formation by single photon absorption and helps explain this weak fluence dependence.

Fig. 5. Emission intensities (total counts for 200 laser pulses) for neutral SiO, Si, and O as a function of fluence from as-cut fused silica.

3.3 Hartree-Fock calculations on candidate defect configurations

To investigate the role of bond cleavage and laser-induced defects on neutral emission, we performed Hartree-Fock calculations on a variety of defect configurations in silica clusters. Small clusters with nearby defects can be unstable, in that the equilibrium (possibly metastable) configuration includes a small neutral atom or molecules. Our procedure was to first to construct a stable cluster containing a surface defect (such as an NBOHC). After computing the equilibrium geometry, the cluster was modified by the addition of a second defect structure. The
equilibrium geometry was then recomputed. If the resulting equilibrium geometry included a small molecule fragment, that structure was identified as a potential source of emission. This identification is tentative in the sense that the instability introduced by the second defect can be greater than that produced by 157-nm irradiation. As described below, the results nevertheless support a possibly dominant mechanism for small molecule emission from fused silica.

A typical silica cluster consisted of four, six-member rings connected in a tetrahedral fashion, with each ring forming a face of the tetrahedron. With the exception of oxygen in NBOHCs and peroxy radicals, all nonbridging oxygen ions were terminated with hydrogen. Candidate defect interactions for neutral O, SiO and Si emission are presented below.

**Defects interaction yielding O.** Figure 6(a) shows the equilibrium geometry with four six-member rings, with an un-terminated, nonbridging oxygen ion near the top of the cluster. A simplified diagram of the structure, with most of the oxygen atoms removed, is shown in the inset. When the cluster is given a net +1 e charge, most of the net positive charge is localized on the oxygen ion, rendering it nearly neutral. Thus it corresponds to a surface NBOHC. The cluster was locally constrained by bridging one of the six member-rings with a silica tetrahedron to form a four-member ring, shown in the lower left corner of the inset. Four-member rings are believed to enhance the absorption of silica at 157 nm.\(^{25}\)

Removing the linking silica tetrahedron dramatically alters the equilibrium geometry, as shown in Fig. 6(b). In particular, the Si-O bond to the terminal oxygen has been broken and replaced with a bond to a nearby hydroxyl unit; the new bond is indicated by the dotted line in (b). To accelerate convergence, the length of the Si-O bond in the terminal O was fixed at 5 Å. (Successive iterations of the energy minimization routine gradually increased the bond length and presumably would have done so until the interaction between the cluster and the terminal O became negligible.) The final equilibrium geometry incorporates two new rings (formed by the reaction with the hydroxyl unit), two fewer nonbridging oxygen atoms, and a neutral, isolated oxygen atom. This geometry is consistent with the emission of the terminal oxygen as a neutral atom. If the ejected oxygen atom remains physisorbed to the surface, it could be thermally
Fig. 6. Hartree-Fock equilibrium geometries for silica clusters with an unterminated, nonbridging oxygen (marked by the arrow): (a) Cluster incorporating a four member ring in the lower left corner. The inset is a simplified diagram of the structure showing only the Si atoms (light colored circles) and important oxygen atoms (dark circles). Some of the silicon atoms have been displaced for clarity. (b) Cluster after the four-member ring is broken by removing a silicate unit. In the subsequent reorganization, the silicon ion with the nonbridging oxygen briefly becomes five-fold coordinated. [The fifth bond is indicated by the dotted line in (b).] Four-fold coordination is restored when the nonbridging oxygen is ejected.

desorbed later. In practice, the reorganization of bonds in the cluster may also involve thermally activated steps. In either case, the emitted oxygen atoms would have thermal velocity distributions appropriate to the surface temperature at the time of emission. Since the defect
reactions leading to emission can require atomic motion or diffusion, they can account for emission long after the laser pulse.

The proposed reaction leading to O emission is analogous to the condensation reaction:

\[
\equiv\text{Si(OH)} + \equiv\text{SiO}\cdot \rightarrow \equiv\text{Si(OH\cdot)}\text{Si}\equiv + \text{O},
\]

where the \equiv symbol indicates bonding to three nearest neighbor oxygen atoms and \cdot indicates an unpaired electron. The species on the left hand of Eq. (6) side are both present prior to irradiation. Until the strained bond in the cluster of Fig. 6(a) is removed, the reacting species are separated. Emission occurs only after the constraint provided by the strained bond is removed. One can envision similar scenarios that would yield the same result. For instance, it is known that the SiO radical (NBOHC) is produced directly by one- and two-photon absorption processes at 157 nm.\(^{26}\)

Most bonds cleaved during irradiation presumably reform to restore the lattice to its original structure. In a small minority of cases, the resulting NBOHC and E' centers separate and exist independently for long times. Condensation reactions between NBOHCs and nearby Si atoms [as in Eq. (5)] are also relatively rare, but technologically important. These reactions restructure the lattice to form smaller, more strained rings that increase the local average density (densification). Since strained rings are especially vulnerable to photolysis by single, 157-nm photons,\(^{26,27}\) bond reorganization during 157-nm irradiation tends to be self-perpetuating, limited primarily by accumulating lattice strain.

**Defect interactions yielding SiO.** We also explored a number of cluster geometries incorporating an adsorbed Si-O unit that would account for the emission of neutral SiO. The equilibrium geometry of a cluster involving a dangling Si-O unit bonded to it is shown in Fig. 7(a). This cluster is composed of four six-member silicate rings joined in a tetrahedral fashion (no small rings). A simplified diagram of the structure, with most oxygen atoms omitted, is shown in the inset. The net cluster was assigned a +1 e charge that is largely localized on the
The length of the Si-Si bond linking the Si-O to the rest of the cluster is 2.40 Å.

---

**Fig. 7.** Equilibrium geometry computed by Hartree-Fock methods for a silica cluster with a pendant Si-O unit: (a) with a hydroxyl unit in the interior of the cluster, and (b) after replacing the hydroxyl unit with a peroxy unit. In the presence of the peroxy unit, the cluster is unstable against neutral SiO emission. The insets in (a) and (c) show simplified diagrams of the cluster structure; all the Si atoms (light colored circles) are shown, but only the most important oxygen atoms (dark circles); some atoms in the insets have been displaced for clarity.
comparable to Si-Si bond lengths in the oxygen deficiency center (I) [ODC(I), also denoted the neutral oxygen vacancy] in crystalline quartz (2.37 Å when calculated with the 6-31G* basis set). 28

The cluster of Fig. 7(a) is rendered unstable by replacing the central hydroxyl radical with a peroxy defect (e.g., ≡Si–O–O•), as shown in Fig. 7(b). Successive iterations of the energy minimization routine lengthened the Si-Si bond until the Si-Si interaction was virtually nil. The Si-Si bond length was then fixed at 5.1 Å to accelerate convergence. The resulting equilibrium geometry is shown in Fig. 7(b). In the final geometry, the positive charge of the final cluster is localized on the peroxy defect (a hole trap), leaving the departing SiO molecule neutral. Thus peroxy defects generated near defective surfaces are likely to induce neutral emission. Again, the time required for defect diffusion or SiO desorption would allow for emission well after the laser pulse, consistent with the long tails in the time-of-flight signals of Fig. 2.

Peroxy defects can be generated by reactions between NBOHC centers and mobile, neutral O produced by the absorption of 157-nm photons. 29 The net reaction can be represented as

\[ 2 (≡Si–O–Si≡) → (≡Si–O–O•) + 3 (≡Si•) \]  

While simple bond breaking produces NBOHC (≡Si-O•) and E' centers (≡Si•) in equal numbers, peroxy radical production enhances the E' center density at the expense of the NBOHC density. The ratio of E'-centers to NBOHCs is often elevated in silicas that experience high excitation densities, 30 presumably due the formation of peroxy radicals. As noted above, 157-nm radiation at fluences below the breakdown threshold appear to be rich in Si relative to O. It is possible that the O emission deficit is compensated by the accumulation of peroxy radicals in the near surface bulk.

A more complex set of defect interactions would be required to produce the pendant Si-O unit in Fig. 7. A good starting point is the ODC(I), ≡Si–Si≡, which can be formed by the
reaction of two adjacent E' centers. VUV absorption measurements on Suprasil 2 after prolonged 157-nm irradiation under the conditions of this work show unambiguous evidence for the ODC(I). Subsequent reactions between an ODC(I) and nearby E' centers or NBOHCs can produce dangling SiO units such as the one in Fig. 7(a). When E' centers react with nearby Si-O-Si bridging bonds, the bond is broken and the bridging O would normally be removed. Reactions between NBOHCs and nearby Si-O-Si bridging bonds can also break the bond, but the bridging oxygen normally remains. Indicating intact bridging bonds by –, pendant SiO formation can take place by the reactions:

\[
\equiv\text{Si-Si} + 2(\equiv\text{Si}^\bullet) \rightarrow \equiv\text{Si-Si}^- + 2(\equiv\text{Si}^-) \quad (8)
\]

\[
\equiv\text{Si-Si}^- + \equiv\text{Si-O} \rightarrow \equiv\text{Si-Si-O}^- + \equiv\text{Si}^- \quad (9)
\]

At the surface, the \equiv\text{Si-Si-O}^- species on the right hand side of Eq. (9) would correspond to the pendant Si-O unit in Fig. 7(a). We note that some of the bond breaking required to form the pendant SiO unit can take place during the laser pulse by photoexcitation, especially if the bonds are already strained. Defect production after the laser pulse—needed to explain emission after the laser pulse—would require reactions similar to those in Eqs. (8) and (9).

At high excitation densities, defect reactions involving broken bonds would produce a wide variety of defects, some of which would participate in other emission processes. For instance, we have proposed that surface \equiv\text{Si-Si}^+ units and surface \equiv\text{Si-O-O}^+ units can absorb 157-nm photons to yield Si$^+$ and O$^+$ emission, respectively. And as discussed above, the surface NBOHC is the most likely source of atomic O.

**Photoelectronic Si emission.** We also explored the possibility that neutral emission may be produced by the direct photoexcitation of defect structures. Although the molecular dynamics simulations required to prove that excitation of a given defect structure would yield emission are not yet tractable, we can identify localized bonding-to-antibonding excitations that would favor
emission. Hartree-Fock calculations can also indicate whether these excitations absorb 157-nm photons.

Figure 8(a) shows the equilibrium geometry of a cluster candidate for neutral Si emission upon excitation. The cluster includes an adsorbed Si-O unit, like the Si-O unit in Fig. 7(a), expect that the silicon ion is in the outermost position. The cluster contains smaller, three and four member rings structures as shown in the inset in Fig 8(a). The smaller rings are necessary to prevent reactions between the terminal Si and nearby hydroxyl radicals. The large number of interconnected rings in a larger (more physical, but computationally intractable) cluster would probably provide this constraint without the need for smaller rings. In the ground state, this configuration is stable. The localized charge on the terminal silicon ion is about +1 e.

The molecular orbitals determined by the Hartree-Fock procedure show an important, bonding state localized on the terminal Si-O unit deep within the valence band. When ranked in order of energy, this orbital lies 46 orbitals below the highest occupied molecular orbital, denoted the HOMO-46. A surface of constant wave function density for the HOMO-46 is shown in Fig 8(b). Similarly, the orbital just above the lowest unoccupied molecular orbital (the LUMO+1) is localized on this same bond as shown in the surface of constant wavefunction density in Fig 8(c). The node between the terminal silicon and the adjacent O indicates antibonding character, consistent with a weakening of the terminal Si-O bond and eventual emission. Figure 8(c) also shows that the electron density for the LUMO+1 is highly localized on the terminal Si atom. This charge transfer would neutralize most of the initial +1 e charge localized on this same atom—consistent with Si emission as a neutral particle.

The Hartree-Fock energies for the HOMO-46 and LUMO+1 orbitals differ by about 8.1 eV. This difference is expected to be somewhat overestimated due to the tendency of Hartree-Fock calculations to overestimate orbital energies. Given the breadth of defect absorption peaks in fused silica (typical half-widths in the UV: 0.4–1.3 eV), the HOMO-to-LUMO excitation in Fig. 8 is reasonably well situated for the absorption of 7.9 eV photons.
Fig. 8. Hartree-Fock equilibrium geometry for a silica cluster with a pendant O-Si unit: (a) cluster geometry showing the terminal Si atom; (b) surface of constant wave function density for the HOMO-46 state; (c) surface of constant wave function density for the LUMO+1. The node between the terminal Si and the underlying O in (c) indicates that the LUMO+1 orbital has antibonding character. The inset in (a) is a simplified diagram of the cluster structure showing all the silicon atoms (light circles) and one oxygen atom (dark circle); some atoms in the inset have been displaced for clarity.
Careful analysis of the relaxed excited state would be required to confirm that this excitation would actually yield emission. We note that the dramatic increase in Si intensity produced by quenching our samples from high temperatures, shown in Fig. 4, suggests that the production of sites for Si emission is strongly favored by high densities of strained bonds.

Emission due to the photoexcitation of antibonding states would normally be confined to the duration of the laser pulse. Emission after the laser pulse would require defect interactions similar to those described above for the emission of SiO. For example, Hartree-Fock calculations suggest that replacing the pendant Si-O unit in Fig. 7(b) with Si produces a structure that is unstable against the release of neutral Si.

3.4 Role of strained bonds in neutral emission

The structures expected to yield emission (described above) are rather complex. At least two bonds must be broken to produce defects incorporating undercoordinated silicon. An additional defect is required when emission is stimulated by a defect interaction. These factors lead us to expect that emission should be a strong, nonlinear function of fluence. In light of the observed linear fluence dependence of the neutral intensities, the dominant role of laser-induced defects in emission process presents a dilemma.

As noted above, the resolution of this dilemma lies in the extremely high efficiency of defect production when 157-nm photons are absorbed at strained bonds. It has been shown that absorption of 157-nm photons at strained bonds in fused silica can produce E’ centers and nonbridging oxygen hole centers (NBOHCs) by single photon absorption processes.\(^\text{25}\) Annealing and quenching treatments dramatically alter the density of strained bonds in silica, and both treatments dramatically alter the intensity of neutral emission. These emissions are apparently limited by the rate of defect production. Yet mechanical treatments that produce defects have almost negligible effects on emission. This may simply reflect the rapid rate of laser-induced defect production at 157 nm. For instance, the quantum efficiency for the production of the
nonbridging oxygen hole center (NBOHC) due to 157-nm absorption at strained bonds is extremely high, on the order of $10^{-4}$. At 1 J/cm$^2$, the number of photons per surface SiO$_2$ unit photon is about $10^3$. Thus 10% of the strained bonds (four and five member rings) would be cleaved during a single laser pulse at 1 J/cm$^2$. Processes similar to those responsible for laser-induced compaction would produce additional strained bonds, replacing those consumed by emission.

After a few hundred laser pulses at fluences near 1 J/cm$^2$, the surface is modified to such an extreme degree that further irradiation has little effect on the density of structures that lead to emission. On such modified surfaces, the density of surface defects would not depend strongly on fluence. Assuming that emission requires only one additional, single-photon excitation, or a continuous supply of defects produced by single-photon excitations, the rate of particle release would be proportional to fluence, as observed.

The defect driven mechanisms described above account for the release of neutral atoms and molecules long after the laser pulse. Defects reacting after the laser pulse will be in thermal equilibrium with the surface, which would account for the (apparent) thermal velocity distributions of the emitted neutral particles. Neutral particles ejected as the result of photochemical excitations, as proposed above for Si, would not necessarily have thermal velocities. Direct photochemical emission is typically adiabatic, where the ejected species acquires a kinetic energy equal to the excess energy of the reaction. Photochemical emission would be confined to the duration of the laser pulse. The observation of what appear to be thermal velocity distributions indicates that either (1) photochemical emissions make up a small fraction of the total or (2) photochemical processes produce sorbed species that subsequently leave the surface with thermal velocities.

**Effect of OH.** The strained bonds responsible for single photon absorption at 7.9 eV in fused silica are strongly affected by the OH content. High-OH silicas, such as the Suprasil 2 (about 1200 ppm OH) employed in this work, have significantly lower single photon absorption cross sections than low-OH silicas. E’ and NBOHC production in fused silica is hindered by
the presence of OH\textsuperscript{35}—which is present in Suprasil 2 at a concentration of about 1200 pm. The OH ion promotes lattice relaxation in fused silica as the solid is cooled from the melt,\textsuperscript{36} and thus reduces the density of strained bonds. The presence of OH clearly reduces the single-photon absorption in fused silica, and plays an especially prominent role in the damage resistance of high-OH silica at 157 nm.

4. Summary and Conclusions

Neutral Si, O, and SiO are emitted from the surface of fused silica under 157-nm irradiation at fluences well below the threshold for optical breakdown. The intensities are roughly proportional to fluence and are strongly affected by annealing and quenching treatments that alter the density of strained bonds in the silica lattice. Although emission is most intense during the laser pulse, the time-of-flight signals indicate that emission continues for hundreds of microseconds after the pulse. Our modeling of these signals suggests that laser absorption is strongly enhanced near the surface of polished fused silica, consistent with earlier laser calorimetry on a similar material.\textsuperscript{23} Hartee-Fock calculations on silica clusters containing defects suggest neutral particles can be emitted when defects beneath the surface react with surface defects to form a more stable structure. In some cases, photoelectronic excitation of antibonding molecular orbitals localized at surface defects may yield emission. The scission of strained bonds by single-photon absorption can produce high densities of defects\textsuperscript{26} that participate in both emission scenarios.

Similar bond-breaking and reorganization processes are responsible for the densification of fused silica during prolonged UV radiation at somewhat longer wavelengths.\textsuperscript{20,37} In optical applications requiring high resolution and reproducibility, densification can significantly reduce the component lifetimes. Conversely, potentially useful optical structures have been produced by densification at 157-nm.\textsuperscript{38} Neutral emission measurements provide a valuable, atomic-level
probe of reactions similar to those responsible for densification, and may constrain molecular dynamics models of the densification process.

In the absence of absorbing impurities and point defects, strained bonds are responsible for much of the absorption of fused silica at 157-nm.\textsuperscript{25,39,40} These defects not only provide for single photon absorption, but provide states that enhance defect production by the sequential absorption of two 157-nm photons.\textsuperscript{26} The resulting bond cleavage and lattice reorganization is responsible for the emission of neutral atoms and molecules at fluences well below the threshold for optical breakdown, as well as densification. Because bond cleavage and reorganization are important at temperatures well below those required to vaporize fused silica, they help account for the good machinability of fused silica under 157 nm irradiation. An understanding of the details of these processes should contribute to the controlled material removal in technological applications.

An interesting question is the possible dependence of NE intensities on the OH-content of the irradiated fused silica. (The Supersil II studied here is a high OH silica.) The strained bonds that are responsible for single photon absorption at 7.9 eV in fused silica are strongly affected by the OH content. We therefore predict that neutral emission intensities from low-OH silicas will be much higher than the intensities from Suprasil 2. Measurements are in progress to test this prediction.

Finally, we show in Ref. 8 that the observed neutral emission is an essential participant in the formation of negative ions from fused silica during 157-nm exposure.
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Abstract

We report mass- and time-resolved measurements of negative ions produced by exposing fused silica to 157-nm radiation at fluences below the threshold for optical breakdown. The principal observed negative ions are O\(^-\), Si\(^-\) and SiO\(^-\), in order of decreasing intensity. The peak in the negative ion time-of-flight signals occurs after the peak in the positive ion signal, and before the peak in the corresponding neutral atom or molecule signal. The negative ion intensities are strong functions of the degree of overlap between the positive ion and neutral atom densities. We propose that O\(^-\), Si\(^-\) and SiO\(^-\) are created after the laser pulse, by electron attachment to the these neutral particles, and that the electrons participating in attachment events are trapped in the electrostatic potential of the positive ions.
1. Introduction

Particle emission can be a valuable probe of interactions between optical materials and laser radiation in the near-surface region. Synthetic fused silica is an important UV optical material with a band gap of 8.9 eV.\textsuperscript{1} Although this is well above the 7.9 eV photon energy of the F\textsubscript{2} excimer, absorption due to disorder-related states in the band gap renders fused silica unsuitable for most optical applications at this photon energy. In companion papers, we describe measurements of positive ions (Si\textsuperscript{+} and O\textsuperscript{+})\textsuperscript{2} and neutral atoms and molecules (O, Si and SiO)\textsuperscript{3} emitted from fused silica during 157-nm laser irradiation at fluences well below the threshold for optical breakdown. We showed that positive ions can be emitted with several eV of kinetic energy from surface defect states by a combination of photoexcitation and photoionization processes. Neutral atoms and molecules are emitted by defect interactions along the surface; these defects are produced principally by the photo-induced cleavage of strained bonds.

In this work, we report mass-selected time-of-flight measurements on O\textsuperscript{−}, Si\textsuperscript{−} and SiO\textsuperscript{−} when fused silica is exposed to pulsed 157 nm radiation. These negative ions corresponding to the three neutral atoms and molecules previously detected from fused silica under comparable conditions.\textsuperscript{3} We propose that the negative ions are produced \textit{after} the laser pulse by electron attachment to neutral O and Si and SiO. The electrons participating in attachment processes are trapped in the positive electrostatic potential of emitted positive ions to produce a nearly neutral cloud of positive and negative charge (±charge cloud). The mutual electrostatic attraction between positive and negative charge allows for high electron densities inside the cloud, with much lower electron densities elsewhere. The peak negative ion densities appear where the corresponding neutral particle distribution overlaps the ±charge cloud. For instance, O\textsuperscript{−} is observed where the distribution of charged particles overlaps the neutral O distribution. The negative ion intensities are strong functions of the degree of overlap.

In previous work, we observed negative ions during the UV irradiation of alkali halides—also at fluences well below the threshold for optical breakdown; these emissions were attributed
to electron attachment to positive alkali ions.\textsuperscript{4} In the alkali halides, the overlap between the charge cloud and neutral particles emitted from the surface is negligible. Given sufficient electron densities in the charge cloud, however, negative ions can be formed by a two-step process, where electron-ion attachment produces neutral particles, which are then converted to negative ions by a second attachment event. In fused silica, however, the overlap between neutral atoms/molecules and the charge cloud is significant, and negative ions are formed directly by electron attachment to the emitted neutral particles.

2. Experiment

Synthetic, UV grade (high-OH) fused silica rods from Heraus-Amersil (Suprasil 2) were cut into plates using a diamond saw and cleaned in ethanol. To modify the character and density of surface defects, some samples were abraded with 600-grit SiC sandpaper or polished to a 0.3-μm surface finish with alumina or diamond abrasives. Extensive deformation was provided on polished material by producing an array of indentations with a diamond scribe; care was taken to avoid fracture. Silica with low surface defect densities was prepared by annealing polished samples at 1100 °C for eight hours. Surfaces with relatively low densities of mechanically produced defects but relatively high fictive temperatures (high densities of strained bonds) were prepared by heating polished samples to 1400 °C for 10 minutes in a tube furnace and then dropping them into a beaker of room temperature, 3 M nitric acid.

To characterize the negative ion kinetic energies, the quadrupole mass-selected time-of-flight (TOF) signals were fit to functions representing the particle flux of ions with a one-dimensional Gaussian energy distribution with a mean kinetic energy $E_0$ and standard deviation $\sigma$. If these ions are emitted along the surface normal at time $t = 0$, their flux $I(t)$ at a detector mounted a distance $d (= 0.28$ m) from the sample at time $t$ is given by:
\[
I(t) = \frac{N_I m d^2}{\sqrt{2\pi} \sigma t^3} \exp \left\{ -\frac{[E(t) - E_0]^2}{2\sigma^2} \right\},
\]

where \(N_I\) is the total number of detected ions and \(E(t) = \frac{mv^2}{2} = \frac{md^2}{2t^2}\) is the kinetic energy of an ion of mass \(m\).

Samples were mounted on a translation stage directly in front of and normal to the axis of a UTI 100C quadrupole mass spectrometer (QMS). All experiments were performed in a vacuum chamber with a base pressure of about \(3 \times 10^{-7}\) Pa. 20-ns pulses of 157-nm laser radiation were provided by a Lambda Physik LPF200 laser (F\(_2\) excimer) at a pulse repetition rate of 5 Hz. The beam was focused to a \(0.16 \times 0.05\) cm\(^2\) spot on the sample with a calcium fluoride lens. Ions exiting the mass filter were detected with a Channeltron electron multiplier (CEM) biased for the detection of negative ions and operated in the pulse-counting mode. The output of the detector was amplified, discriminated, and pulse counted over 200-ns intervals with an EG&G PARC 914P multichannel scalar. Unless otherwise noted, the signals presented below represent the average emission accompanying 200 successive pulses on the same spot. The acquisition of positive ion and neutral time-of-flight signals is described in Refs. 2 and 3.

Independent measurements of the positive and negative charge were made by monitoring the current collected by a metal disk mounted 10.5 cm from the sample along the surface normal. The plate was biased –18 V for detection of positive ions and +18 V for detection of electrons and negative ions.

3. Results and Discussion

3.1 Negative Ion Production

**Negative ion time-of-flight signals.** When the detector of our quadrupole mass spectrometer is biased to detect positive ions, we observe mass-selected time-of-flight signals corresponding to Si\(^+\) and O\(^+\) (28 amu/e and 18 amu/e, respectively).\(^2\) We were surprised to see...
mass-selected negative ion signals with the quadrupole detector biased to detect negative ions. Negative ion emission from the surface is not expected due to the positive surface charge that builds up during the laser pulse. The resulting electric fields hinder the escape of negative ions. (Insulating surfaces typically emit more electrons than positive ions during the laser pulse. Many of these electrons return to the surface after the laser pulse, so that the net charge emitted per laser pulse is essentially zero.) Nevertheless, significant signals are observed at 16 amu/e (O\textsuperscript{−}) and 28 amu/e (Si\textsuperscript{−}), and weaker signals at 44 amu (SiO\textsuperscript{−}).

Typical O\textsuperscript{−}, Si\textsuperscript{−} and SiO\textsuperscript{−} time-of-flight signals acquired at a fluence of 2.4 J/cm\textsuperscript{2} per pulse are shown in Fig. 1. The insets show the corresponding positive ion signals for O\textsuperscript{+} and Si\textsuperscript{+} acquired at comparable fluences. The O\textsuperscript{−} signal is typically an order of magnitude more intense than the Si\textsuperscript{−} signal. Weak signals at 44 amu (SiO\textsuperscript{−}) are also observed at the highest fluences employed in this work. We emphasize that these signals are generated at fluences well below the threshold for plume formation, where our mass resolution is typically ±2 amu.

In many systems, weak signals at mass 44 (here attributed to SiO\textsuperscript{−}) can be produced by interactions with CO\textsubscript{2}—a common vacuum system contaminant. However, CO\textsubscript{2} has a negative electron affinity −0.6 eV\textsuperscript{5} and therefore does not form a stable negative ion. The electron affinities of neutral O, Si, and SiO are +1.46 eV\textsuperscript{6}, +1.38 eV\textsuperscript{7}, and +0.038 eV (calculated)\textsuperscript{8}, respectively. The small positive electron affinity of SiO may contribute to the weakness of the SiO\textsuperscript{−} signal.

The dark lines in Fig. 1 show least-squares curve fits of Eq. (1) to the negative ion time-of-flight signals. [Equation (1) also provides reasonable fits to the positive ion time-of-flight signals acquired under comparable conditions.\textsuperscript{2}] The mean kinetic energy of the O\textsuperscript{−} energy distribution derived from these fits is 2.0 ± 0.5 eV, with a corresponding full-width at half-maximum of about 0.7 eV. The Si\textsuperscript{−} energy distribution has a mean kinetic energy of 2.4 ± 0.5 eV and a full-width at half-maximum of about 3.8 eV. Although the uncertainties in the curve fit parameters derived from the weak SiO\textsuperscript{−} signals are large, the kinetic energy distribution appears to peak near 3.5 eV; the corresponding full width at half-maximum is nearly 6 eV. The mean
kinetic energies of each observed negative ion is well below the mean kinetic energies of the observed positive ions: 8-9 eV for Si\(^+\) and 4 eV for O\(^+\).\(^2\)

![Graph showing time-of-flight signals](image)

**Fig. 1.** Time-of-flight signals corresponding to (a) O\(^-\) (b) Si\(^-\) and (c) SiO\(^-\) during exposure of as-cut fused silica to 157-nm radiation at a fluence of 2.4 J/cm\(^2\) per pulse. The insets show the positive ion counterparts for O and Si acquired under comparable conditions.

In a previous study of alkali halides exposed to pulsed 248-nm radiation, we showed that negative ions are formed by electron attachment to previously emitted particles.\(^4\) Here, the
electrons that are available for attachment processes are confined to a localized cloud of positive ions (principally O\(^+\) and Si\(^+\)) and negative charge (principally electrons), where the electrons are electrostatically coupled to the positive ions\(^{4,9-11}\). We propose that the negative ions observed when fused silica is exposed to 157-nm radiation are formed when electrons traveling with a similar ±charge cloud attach to neutral atoms and molecules from the surface. In this case, the spatial overlap between this ±charge cloud and the neutral particles is a critical issue,\(^4\) addressed below.

**Factors influencing intensity.** Mechanical and thermal treatments have important effects on the negative ion intensities. Figure 2 shows the relative intensities of the O\(^-\) signals from treated fused silica surfaces at a fluence of 1.6 J/cm\(^2\) per pulse. Treatments expected to increase the density of surface defects (relative to the as-cut material), such as abrading and indenting, increase the O\(^-\) intensity. Conversely, treatments expected to decrease the density of surface defects (relative to the as-cut material), such as polishing and annealing, decrease the O\(^-\) intensity. Annealing in particular virtually eliminates the O\(^-\) signal. These treatments have similar, but weaker, effects on the positive ion intensities measured under comparable conditions.\(^2\)

In previous work on the same material under comparable conditions of 157-nm laser exposure, we have shown that the above mechanical treatments have strong effects on the positive ion intensities\(^2\) but almost no effect on the emission of neutral atoms and molecules.\(^3\) In contrast, quenching dramatically increases the neutral emissions from polished samples,\(^3\) but has little effect on the emission of positive ions. Although quenching does increase the O\(^-\) intensity from polished silica, as shown in Fig. 2, this increase is much smaller than the increase in neutral O intensity. As discussed below, the proposed mechanism for negative ion formation leads us to expect especially strong correlations between the negative and positive ion intensities. The correlation between negative ion and neutral intensities should be weaker, as observed.
Fig. 2. Total O$^-$ intensities from fused silica with six different surface treatments at a fluence of 1.6 J/cm$^2$ per pulse.

The negative ion intensities decrease gradually during prolonged irradiation, as shown in Fig. 3 for O$^-$ from as-cut silica at 2.5 J/cm$^2$. Nevertheless, negative ion emission continues at low levels for thousands of pulses at this fluence, as shown in the inset of Fig. 3. After 8000 pulses, the negative ion intensity has dropped to 2% of the initial intensity. Similar, but much smaller, clean-up effects are observed in the neutral$^3$ and positive ion$^2$ intensities under comparable conditions. For instance, similar exposures typically reduce the positive ion intensities to 10% of their initial values. Neutral intensities are reduced even less, plateauing at about 70% of their initial values. Again, this pattern is consistent with the expected strong correlation between the negative and positive ion intensities.

**Angular distribution of ion emission.** We were initially surprised to observe significant negative ion signals under the conditions of this work, and doubly surprised at their apparent intensity. For instance, the O$^-$ ion signal in Fig. 1(a) corresponds to about 30 counts per laser pulse, whereas the corresponding O$^+$ signal corresponds to about 120 counts per pulse. Given the difficulty of producing negative ions, we expected the positive ions to outnumber the negative ions by some orders of magnitude. The situation is ameliorated somewhat by the relative intensity of the Si$^+$ signal—about 300 counts per pulse under these conditions.
Nevertheless, it appears that our mass-selected time-of-flight signals under-represent the positive ion intensities relative to the negative ion intensities.

Fig. 3. O\(^{-}\) intensity as a function of laser exposure (total number of laser pulses) from as-cut fused silica during prolonged exposure to 157-nm radiation at a fluence of 2.5 J/cm\(^2\). The inset shows the same data on a semi-log plot.

Figure 4 shows the normalized angular distributions for Si\(^{+}\) and O\(^{-}\) ion from as-cut fused silica between 0\(^{\circ}\) and 40\(^{\circ}\) as measured from the surface normal. (Si\(^{+}\) is the most abundant positive ion, and O\(^{-}\) is the most abundant negative ion.) The Si\(^{+}\) distribution is broad, roughly \(\cos^3\theta\). We note that ions ejected as the result of electronic transitions are often emitted along the bonding direction.\(^{12}\) In the case of crystalline ionic materials, the corresponding ion angular distribution is often sharply peaked in the direction normal to the surface, as in MgO.\(^{13}\) The relatively broad angular distribution for Si\(^{+}\) is consistent the broad distribution in bond angles on the amorphous silica surface.

The O\(^{-}\) ion angular distribution, however, is sharply peaked in the direction normal to the surface. The angular distribution is roughly \((\cos\theta)^{236}\). This narrow angular distribution is not consistent with emission from an amorphous surface. As discussed below, we believe that these negative ions are formed by gas phase electron attachment to neutral oxygen atoms. This sharp
angular distribution suggests that O\(^-\) production is highly constrained, perhaps to a small region directly above the center of the laser spot.

Fig. 4. Si\(^+\) and O\(^-\) intensities from as-cut fused measured at different angles from the surface normal at a fluence of 2.2 J/cm\(^2\). The dark lines show curve fits to functions of the form \(\cos^N(\theta)\), where \(N = 3\) for Si\(^+\) and \(N = 236\) for O\(^-\).

Since the O\(^-\) angular distribution is sharply peaked in the direction toward our detectors, a relatively high fraction of the emitted O\(^-\) is detected. As viewed from the laser spot, the aperture of our mass filter subtends an angle of 1.1° with respect to the surface normal. If the angular distributions are axially symmetric about the surface normal, the geometrical collection efficiency for O\(^-\) is about 4%. The corresponding geometrical collection efficiency for Si\(^+\) is about 0.07%. Thus the Si\(^+\) counts outnumber the O\(^-\) counts by over two orders of magnitude—consistent with the expected difficulty of producing O\(^-\). We note that the net charge removed from the sample per laser pulse must be near zero. Since Si\(^+\) is the most intense positive ion and O\(^-\) is the most intense negative, we expect that the great majority of negative charge is removed from the sample as electrons.

**Total ±charge measurements.** Electron attachment requires high electron densities. As mentioned above, the number of electrons emitted from the surface during the laser pulse can far exceed the number of positive ions. However, most of these electrons will return to the surface
soon after the laser pulse. To maintain charge neutrality, the total number of electrons that permanently escape the insulating surface will (to a good approximation) equal the number of emitted positive ions. Since typical electron velocities are much higher than typical positive ion velocities, the fastest electrons outrun the positive ions and leave behind a region of positive potential that traps the remaining electrons. The end result is a nearly neutral (but slightly positive) cloud of positive ions and electrons traveling away from the surface. The electrons weave rapidly back and forth through the central positive region at high velocities. We refer to the resulting cloud of charged particles as a ±charge cloud. It behaves much like an expanding ball of low-density plasma moving away from the surface.\textsuperscript{14,15}

The dominant contribution to the negative charge in a nearly neutral ±charge cloud is typically made by electrons. The large excess of positive ions (principally Si\textsuperscript{+}) over negative ions (principally O\textsuperscript{–}) inferred from the angular distribution measurements support the hypothesis that electrons greatly outnumber the negative ions. Further evidence for the nature of the negative charge in the ±charge cloud is provided by measuring the positive and negative charge signals (fluxes) with a CEM mounted behind a pair of grids 6.3 cm from the surface during irradiation at a fluence of 560 mJ/cm\textsuperscript{2}. The outer grid was grounded to ensure that the incoming ±charge cloud was not affected by the voltages applied to the CEM and the inner grid. The positive charge signal was measured with both the grids grounded; a +10 V bias was applied to the inner grid for the negative charge measurements. The resulting signals, normalized to a common intensity at time t=8 µs after the laser pulse, are shown in Fig. 5.\textsuperscript{.}

The positive charge signal in Fig. 5(a) shows a simple peak about 8.2 µs after the laser pulse. The most intense positive ion identified in previous work is Si\textsuperscript{+}.\textsuperscript{2} These Si\textsuperscript{+} signals display two peaks, with mean kinetic energies of 8.2 and 8.6 eV, respectively. The peak in the positive charge signal at 8.2 µs corresponds closely to these Si\textsuperscript{+} signals: at kinetic energies of 8.2–8.6 eV, Si\textsuperscript{+} travels 6.1–6.3 cm in 8.2 µs.
Fig. 5.  (a) Positive and negative charge time-of-flight signals detected from polished fused silica with an appropriately biased CEM, mounted 6.3 cm from the sample surface behind two grids, at a fluence of 560 mJ/cm$^2$.  (b) Current delivered to a bare metal plate, mounted 12.5 cm from the sample, from polished fused silica at a fluence of 2.3 J/cm$^2$; the positive and negative signals were detected with plate biases of $-18$ V and $+18$ V, respectively.  The inset shows the signal due to fast electrons, detected with an electron multiplier mounted at the same position as the plate.

The negative charge signal in Fig. 5(a) is extremely intense at times less than 3 µs.  This signal is an artifact due to photoelectrons emitted from the grid structures during the laser pulse.  Significant here is the peak in the negative charge signal near 8 µs, which coincides nicely with the positive charge peak.  If negative ions made up a significant fraction of this negative charge, we would expect a component of negative charge that behaves like more the O$^-$ signal in Fig. 1(a).  A peak due to 2.0 eV O$^-$ would appear at 12.5 µs in Fig. 5(a)—well after the positive charge peak.  This supports our expectation that the electrons provide almost all the negative charge in the ±charge cloud itself.
The slow negative charge peak in Fig. 5(a) is broader than the positive charge peak, consistent with electrons weaving back and forth through the positive potential of the positive charge. These electrons turn around outside the region of dense positive charge, and comprise the negative portion of the plasma Debye sheath. The position and width of the slower negative charge in Fig. 5(a) are consistent with large numbers of high velocity electrons weaving back and forth through the net positive charge cloud. This motion makes it difficult to infer the actual electron density as a function of time.

To estimate the magnitude of the positive and negative charge in the ±charge cloud, a bare (unshielded) metal plate was mounted 12.5 cm from the sample surface. The plate was biased +18 V for the detection of negative charge and –18 V for the detection of positive charge. The resulting charge signals appear in Fig. 5(b). The time-behavior of the positive charge signal is consistent with the charge measurements above and with the mass-selected time-of-flight measurements for Si⁺ and O⁺ in Fig. 1(a). For instance, the positive current in Fig. 5(b) peaks near 12 µs, which corresponds to a peak ion time-of-flight of 32 µs (measured 28 cm from the sample), shown in inset of Fig. 1(a). These measurements indicate that the positive ions move with nearly constant velocities—consistent with nearly ballistic (straight-line) trajectories.

Since the positive ion trajectories are almost ballistic, the collector is expected to collect all the positive ions with trajectories that intersect the plate. The plate subtended an angle of ±10° with respect to the surface normal; given the cos³θ angular distribution from Fig. 4, this plate would collect about 4% of the positive ions. Thus the total collected positive charge of about 2 nC corresponds to a total emitted charge of about 50 nC. Assuming that the ±charge cloud is nearly neutral, this same value is a reasonable estimate for the total negative charge (predominately electrons) in the cloud.

The negative current signal in Fig. 5(b) is more complex. Some negative charge reaches the plate within microseconds of the laser pulse. Fast time-scale measurements (shown in the inset) made with a CEM mounted at the same position show that the first negative charge reaches the plate about 200 ns after the laser pulse. This charge travels directly from the sample to the
plate at typical electron velocities. At later times, a shoulder on the negative current signal appears near the onset of the positive current signal. As in Fig. 5(a), we attribute this shoulder to electrons coupled to the positive ions, weaving back and forth at high velocities through the net positive charge cloud. These electrons turn around just outside the edge of the positive ion distribution, so that the electron density there is relatively high. The electrons in this region (the Debye sheath) shield the interior of the charge cloud from applied electric fields.$^{16}$

The back-and-forth motion of the electrons through the charge cloud (and the absence of nearby metal structures that would collect this charge elsewhere) allows for the detection of electrons from remote parts of the charge cloud long after the main body of positive ions has passed the detection plate. Thus the negative charge signal in Fig. 5(b) remains intense for tens of microseconds after the peak in the positive charge signal. The total negative charge collected at this fluence is over 4 nC. It is unlikely that we have collected all the negative charge under these conditions, but the complicated electron trajectories do not allow for a quantitative assessment. The difficulty of charge collection from plasmas using Langmuir-type collectors is reviewed in Ref. 18.

Electrons traveling in the plasma-like ± charge cloud are available for attachment with any neutral particles that occupy the same region of space. Since the electrons are electrostatically coupled to the positive ions, and since the positive ions have relatively simple trajectories, we use the positive ion distribution as a proxy for the electron distribution. A good estimate of the overlap between the charge cloud and the neutrals can be obtained by plotting the time-of-flight signals for the positive ions and the neutral particles at the same position. To do this, we must account for the different behavior of ions and neutral particles in our mass filter. The (ionized) neutral particles pass through the mass filter with 15 eV kinetic energy, while positive ions pass through the filter with whatever kinetic energy they have when they enter the mass filter. To obtain the signal as it would have been measured at the quadrupole ionizer, we subtract the time required for each particle to pass through the mass filter. In the case of the positive ions, this time depends on the ion kinetic energy.
Figure 6 shows neutral and positive ion time-of-flight signals projected to the position of the center of quadrupole ionizer, 10.5 cm from the sample surface. The normalized positive ion signal in Fig. 6 shows substantial overlap with the normalized neutral O and neutral Si signals at the quadrupole ionizer. Figure 6 also shows the normalized O\(^-\) time-of-flight signal projected to the same position. The O\(^-\) signal appears where the positive ions and the neutral O show the highest degree of overlap. Because the electrons are constrained to move with the positive ions in the ±charge cloud, this is consistent with the production of O\(^-\) by electron attachment to neutral O. The weaker overlap between the positive ions and the slower neutral Si particles accounts for the weakness of the Si\(^-\) signal relative to O\(^-\). Finally, the overlap between the positive ions and the neutral SiO distribution is almost negligible. As noted above, the SiO\(^-\) signal is quite weak and observed only at the highest fluences employed in this work.

![Projected time-of-flight signals for Si\(^+\), O\(^+\), O\(^-\), and neutral O, Si and SiO from fused silica at a position 10.5 cm from the sample. Each signal is normalized to a common peak intensity. The original signals were acquired at fluences near 2.2 J/cm\(^2\).](image)

We propose that negative ions are produced where the positive ion and neutral signals overlap: electrons moving with the positive ions (in the ±charge cloud) attach to neutral atoms in the region of overlap, where both electron and neutral densities are significant. Only the fastest neutral particles appear in the overlap region. Conversely, only the slowest ions appear in the
overlap region. Thus the negative ion kinetic energies are well above the average neutral particle kinetic energies, and well below the average positive ion kinetic energies. Below, we provide a more quantitative account of $O^-$ production in terms of the expected attachment rate and particle densities.

3.2 Electron attachment

As noted above, the emission of negative ions directly from the surface during laser exposure is not expected due to the net positive surface charge that develops during the laser pulse.\textsuperscript{4} Because of its high intensity, we focus our discussion on $O^-$ production. During electron irradiation, most surfaces charge negative and negative ions (including $O^-$) are often detected. For instance, $O^-$ is produced during the electron irradiation of oxidized silicon.\textsuperscript{18,19} Negative oxygen ions can also be produced by dissociative electron attachment to molecular $O_2$; in crossed beam experiments with 8 eV electrons, Chantry \textit{et al.} observed 2.2 eV $O^-$ ions produced by dissociative attachment.\textsuperscript{20} $O^-$ is similarly produced when $O_2$ molecules are adsorbed onto metal surfaces and exposed to energetic electrons.\textsuperscript{21,22}

Negative atomic ions can also be produced in the gas phase by electron attachment to neutral atoms.\textsuperscript{23} At low particle densities, electron-neutral attachment is mostly radiative: the excess kinetic energy of the attaching electron is carried away as electromagnetic radiation. In the case of atomic oxygen, however, radiative attachment is hindered by its exceptionally low polarizability. Under the conditions of this work, $O^-$ production is dominated by collisional attachment, where the excess kinetic energy of the attached electron is carried away by a second electron. This process also readily allows for momentum conservation. For $O^-$ production, collisional attachment can be described in terms of the reaction:

$$O^o + e^- + e^- \rightarrow O^- + e^-.$$  \textsuperscript{(2)}
This reaction produces O\textsuperscript{−} at a rate proportional to the product of the neutral O density, [O\textsuperscript{o}], and the square of the electron density, [e\textsuperscript{−}]\textsuperscript{2}:

\[
\frac{d[O^-]}{dt} \propto [O^o][e^-]^2 .
\] (3)

Measurements over the range of fluences probed in this work indicate that the functional forms of the particle distributions in space and time are weak functions of fluence. Therefore we expect the total intensities to obey a relation similar to Eq. (3). That is, we expect the total O\textsuperscript{−} intensity to be proportional to the product of the O\textsuperscript{o} intensity and the square of the electron intensity, where we equate the electron intensity to the positive ion intensity. Although the absolute intensities are difficult to determine, the same trend should appear in the fluence dependences of the particle intensities. Figure 7(a) shows the fluence dependence of the O\textsuperscript{−} intensity from as-cut silica on a log-log scale. The O\textsuperscript{−} intensity varies roughly with the 5\textsuperscript{th} power of fluence, while the O\textsuperscript{o} intensity in Fig. 7(b) is roughly proportional to the 1\textsuperscript{st} power of fluence. The intensity of the most intense positive ion (Si\textsuperscript{+}) is proportional to the 1.7\textsuperscript{th} \textapprox 2\textsuperscript{nd} power of fluence under comparable conditions.\textsuperscript{2} To a reasonable approximation, the fluence dependence of the O\textsuperscript{−} intensity is proportional to product of the fluence dependence of the O\textsuperscript{o} intensity and the square of the fluence dependence of the Si\textsuperscript{+} intensity: \textit{5} = 1 + 2\textsuperscript{2}. Thus the fluence dependences of the particle intensities are consistent with negative ion production by collisional electron attachment.

O\textsuperscript{−} production is fastest when and where the product in Eq. (3) is maximized. This requires substantial spatial and temporal overlap between the electron and the neutral particle densities. Since we believe the electrons are traveling with the positive ions in a nearly neutral ±charge cloud, we represent the electron distribution by the positive ion distribution. Only the slowest ions will overlap the neutral particle distribution, so we assume that the electrons
available for attachment travel with the heavier (and therefore slower) Si\(^+\) ions. Thus we require spatial overlap between Si\(^+\) and neutral O.

![Graphs showing fluence dependence of O\(^-\) and Si\(^+\) intensities.](image)

Fig. 7. (a) Fluence dependence of the O\(^-\) intensity from as-cut fused silica, plotted on a log-log scale. (b) Fluence dependences of the most intense positive ion (Si\(^+\)) and neutral O intensities from as-cut fused silica.

To assess the degree of overlap between the ±charge cloud and the atomic O, we transformed the equations describing our experimental time-of-flight distributions to spatial particle density functions. For instance, the energy distribution of the positive ions is well described by a Gaussian function in energy. It is convenient to express the energy distribution as a derivative of a cumulative energy distribution function, \(n_C(E)\), giving the total number of ions with kinetic energies less than \(E\):
\[
\frac{dn_G}{dE} = \frac{N_I}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(E - E_0)^2}{2\sigma^2}\right),
\]

(4)

where \(E = \frac{mv^2}{2}\) (where \(v\) is the ion kinetic energy) and \(N_I\) is the total number of ions emitted.

The ion time-of-flight measurements yield the ion flux at the CEM, \(I(t)\) in Eq. (1). The ion flux is readily expressed as the time derivative of \(n_G[E(t)]\). For a delta function source of ions (in both space and time), the ion energy measured a distance \(d\) from the source is \(E = \frac{(m/2)(dt)^2}{d^2}\), and

\[
I_G(t) = \frac{dn_G}{dt} = \frac{dn_G}{dE} \frac{dE}{dt} = \frac{N_I}{\sqrt{2\pi}\sigma} \frac{-md^2}{t^3} \exp\left[-\frac{(E - E_0)^2}{2\sigma^2}\right],
\]

(5)

where we take the absolute value to ensure a positive flux, despite the fact that increasing the kinetic energy decreases the time of flight. The mean kinetic energy \(E_0\) and the standard deviation \(\sigma\) of the energy distribution were determined by fitting \(I(t)\) to the measured ion time-of-flight signals. The mean kinetic energies for the two observed Si\(^+\) peaks are 8.2 and 8.6 eV, respectively, with \(\sigma = 2.5\) eV for both peaks.\(^2\)

Although the Si\(^+\) angular distribution is rather broad (\(\approx \cos^3\theta\)), simple point-source models severely overestimate the early ion densities as the ions diverge away from the source. Physically, the divergence at short times is avoided because the source is not point-like: ions are generated over the entire area of the laser spot. To avoid this divergence, we treat the ion trajectories in one-dimension only, as if ions were generated uniformly over the laser spot and travel along the surface normal. Neither assumption holds in the strict sense, but they allow for well behaved analytic solutions. For a one-dimensional model, we replace \(d\) in Eq. (5) with \(x\), the position coordinate along the surface normal. The number of ions per unit distance along the surface normal is given by the derivative of \(n_G[E(x)]\) with respect to \(x\). Dividing this by the area of the laser spot \(A = 0.008\) cm\(^2\) yields the corresponding three-dimensional ion density:
\[
\frac{dn_G}{dV_S} = \frac{1}{A} \frac{dn_G}{dE} \frac{dE}{dx} = \frac{N_G m x}{\sqrt{2\pi} \sigma A t^2} \exp \left\{ -\left[ \frac{(m x^2)}{2\sigma^2} - E_0 \right] \right\} .
\]  

(6)

where \( \Delta V_S \approx \Delta x \Delta y \Delta z \) corresponds to a differential volume in three-space.

To describe the distribution of neutral O as a function of time after the laser pulse, we use the Maxwell-Boltzmann distribution for effusive particles. In a coordinate system with the laser spot at the origin and the sample surface normal directed along the \( x \)-axis, the Maxwell-Boltzmann velocity distribution for effusive particles is given by:

\[
\frac{n_{MB}(v_x,v_y,v_z)}{dV_v} = \frac{2N_O x}{\pi t} \left( \frac{m}{kT} \right)^2 \exp \left[ -\frac{m(v_x^2 + v_y^2 + v_z^2)}{2kT} \right]
\]  

(7)

where \( n_{MB}(v_x,v_y,v_z) \) is the cumulative velocity distribution and \( \Delta V_v \approx \Delta v_x \Delta v_y \Delta v_z \) is a volume in velocity space centered on \((v_x,v_y,v_z)\); \( N_O \) is the total number of particles emitted, and \( T \) is the effective temperature of the Maxwell-Boltzmann distribution. The corresponding density distribution is given by transforming the velocity space volume to a real space volume \( \Delta V_S \approx \Delta x \Delta y \Delta z \). For a delta-function source at the origin in space and time, \( v_x = \frac{x}{t}, v_y = \frac{y}{t}, \) and \( v_z = \frac{z}{t} \). This is related to the velocity distribution by the Jacobian of the coordinate transformation between velocity and position, or \((dv_x/dx)(dv_y/dy)(dv_z/dx) = r^3\).

\[
\frac{n_{MB}(x,y,z)}{dV_S} = n_{MB}(v_x,v_y,v_z) \left| \frac{\partial V_v}{\partial V_s} \right| = \frac{2N_O x}{\pi t^4} \left( \frac{m}{kT} \right)^2 \exp \left[ -\frac{m(v_x^2 + v_y^2 + v_z^2)}{2kT} \right]
\]  

(8)

At the position of our detector (the quadrupole ionizer, where \( x >> y, z \) \) \( v_y \approx v_z \approx 0 \). In the spirit of a one-dimensional model, we make the same assumption for the neutral particle density near the laser spot. Then
This expression was incorporated into a more complex model of the neutral emission from fused silica in Ref. 3, where we showed that neutral emission continued for many microseconds after the laser pulse. However, only the fastest neutral particles emitted during the laser pulses will overlap the ±charge cloud described above. These can be described by fitting the leading edge of the O time-of-flight signal in Fig. 6 to Eq. (9), which yields \( T = 1400 \text{ K} \).

The overlap between the ±charge cloud, the fast neutral O, and the resulting O\(^{-}\) can be assessed by plotting spatial density functions for each species: Eq. (6) for positive and negative ions and Eq. (9) for neutral particles. Figure 8(a) shows the three density distributions plotted as a function of distance \( x \) from the sample at time \( t = 100 \) ns after the laser pulse. The peak in the projected O\(^{-}\) density at this time coincides convincingly with the region of maximum overlap for neutral O and Si\(^{+}\).

A more quantitative picture of how the attachment rate varies with position is given by plotting the product \([O] \times [e^{-}]^2\), again at time \( t = 100 \) ns after the laser pulse, shown in Fig. 8(b). Given the approximations in our model, the position and shape of the \([O] \times [e^{-}]^2\) function corresponds well with the projected spatial O\(^{-}\) density at the same time, shown by the dashed line in Fig. 8(b). In particular, this product accounts for the observed narrowness of the O\(^{-}\) time-of-flight peak relative to the positive ion peaks. The good agreement between the transformed O\(^{-}\) density and the projected attachment rate supports our contention that O\(^{-}\) is produced by collisional attachment to neutral O atoms.

The functional dependence of the attachment rate on the neutral and ion densities \([O] \times [e^{-}]^2\) implies that the negative ion intensities will depend more strongly on factors that increase the electron density than on factors that increase the neutral intensity. As noted above, treatments that increase the positive ion intensities (abrading, indenting) increase the negative ion intensities more than treatments that increase the neutral intensities (quenching).
Fig. 8.  (a) Projections of the fast neutral $O^0$ density ($[O^0]$, gray line), the square of the $Si^+$ ion density ($[Si^+]^2$, dark line), and the $O^-$ density ($[O^-]$, dashed line) as a function of distance from the sample surface at time $t = 100$ ns after the laser pulse.  (b) Projected $O^-$ density (dashed line) and relative attachment rate (dark line, proportional to $[O] \times [Si^+]^2$) at time $t = 100$ ns after the laser pulse, normalized to a common peak magnitude.  The original signals were acquired at fluences near 2.4 J/cm².  The inset in (b) shows the integral of Eq. (10) over $0 < x < \infty$ as a function of time, which corresponds to the total number of $O^-$ ions produced per unit time.

This functional dependence accounts for some of the difference between the angular distributions of the negative and positive ion signals in Fig. 4.  Negative ion formation varies with the square of the positive ion density, and the square of a peaked spatial distribution is normally narrower than the original spatial distribution.  However, the $O^-$ distribution is much
narrower than one would expect on the basis of this effect alone. We suspect that the small net positive charge of the ±charge cloud helps prevent the radial expansion of the O\textsuperscript{−} distribution.

Soon and Kunc have estimated the collisional attachment rate for neutral oxygen to be
\[ \sigma_{\text{Attach}} \approx 10^{-30} \text{ cm}^6/\text{s} \] at electron temperatures between 1000 and 8000 K.\textsuperscript{24} A quantitative estimate of the local change in O\textsuperscript{−} density per unit time can be derived by the product \([O]\times[e^{-}]^2\) and this cross section. Thus we expect

\[
\frac{d[O^-]}{dt} = \sigma_{\text{Attach}} \frac{dn_{e\rightarrow b}}{dV_S} \left( \frac{dn_{e\rightarrow b}}{dV_S} \right)^2 = \frac{\sigma_{\text{Attach}} N_O N_I^2 x^3}{2 \pi^2 A^2 \sigma^2 t^8} \exp \left[ \frac{-mx^2}{2kT^2} \right] \exp \left\{ \frac{-\left( \frac{mx^2}{2t^2} - E_0 \right)^2}{\sigma^2} \right\} \tag{10}
\]

where all the parameters except the number of oxygen atoms emitted during the laser pulse, \(N_O\), the total number of positive ions \(N_I\), and the area of the laser spot \(A\), are taken directly from curve fits. By calibrating our quadrupole, we estimate that \(10^{11}\) O atoms are emitted per pulse under these conditions. Of these, we expect that roughly 10% are emitted during the laser pulse, so \(N_O \approx 10^{10}\). Above we estimate the total positive charge in the ±charge to be about 50 nC, which corresponds to \(N_I \approx 3 \times 10^{11}\).

The total number of O\textsuperscript{−} ions produced per unit time is given by the integral of Eq. (10) over the volume where the particle densities are significant. Since we have assumed that ion motion is principally normal to the surface, this volume is bounded in two dimensions by the area of the laser spot. In the inset of Fig. 8(b), we show the integral of Eq. 10 over \(0 < x < \infty\) as a function of time, which corresponds to the total number of O\textsuperscript{−} ions produced per unit time. Negative ion production is essentially complete 100 ns after the laser pulse.

Integrating Eq. (10) a second time over time yields the total number of ions per laser pulse. Equation (10) is not well behaved in the limit as \(t \to 0\), where the assumption of a delta function source in time breaks down. Emission takes place on time scales comparable to the
duration of the laser pulse, about 20 ns. Integrating over times $20 \text{ ns} < t < \infty$, the expression predicts the production of 1700 negative ions per laser pulse.

As noted above, we detect about 120 O$^-$ per laser pulse under these conditions, and (correcting for angular distribution) we expect that a total of 3000 O$^-$ are actually produced. In view of the uncertainties involved, the agreement is fortuitous. A more complete description of negative ion production would require a careful account of the laser beam profile. The laser employed in this work has a Gaussian beam profile, and the maximum fluence at the center of the laser spot is significantly higher than the average fluence over the nominal area. Since negative ion production is a nonlinear function of fluence, the increased production in high fluence regions would (much) more than compensate for the decreased production in lower fluence regions.

4. Summary and Conclusions

O$^-$ and Si$^-$ are observed when fused silica is exposed to 157-nm radiation—even at fluences well below the threshold for optical breakdown. At the highest fluences employed in this work, we also observe SiO$^-$. Since the surface charges positively during the laser pulse, it is quite unlikely that these negative ions are emitted directly from the sample. We attribute negative ion formation to electron attachment to neutral atoms and molecules well after emission. The participating electrons are strongly coupled to positive charge emitted during the laser pulse to form a plasma-like cloud of positive and negative charge. This coupling allows for high electron densities where the charge cloud and the neutral particles overlap. The weakness of the accompanying SiO$^-$ signal is consistent with the poor overlap between the distribution of the slower moving neutral SiO molecules and the faster ±charge cloud.

Even at fluences well below the threshold for breakdown, the electron densities in ±charge clouds produced by UV laser radiation are often sufficient to form negative ions by electron attachment. At higher particle densities, attachment processes can control the decay of
electron and positive ion densities as a function of time. The evolution of charge particle
densities can have important implications in applications of laser ablation to thin film deposition
and chemical analysis. Yet many of the relevant processes of particle generation and interactions
are more easily isolated and characterized under less extreme conditions. These processes must
be understood before we can reliably predict the effects of changes in process variables in
applications of laser ablation to the synthesis and analysis of novel materials and structures.
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CHAPTER FOUR

Interactions between fluorocarbon polymers and 157-nm excimer laser radiation: I.

Emission of (CF₂)₅ fragments from polytetrafluoroethylene

Sharon R. George, S. C. Langford and J. T. Dickinson

Abstract

We report time- and mass-resolved measurements on neutral particles emitted from polytetrafluoroethylene (PTFE) during exposure to 157-nm laser radiation at fluences where etching is observed. We observe neutral (CF₂)₅ radicals for all N up to the limit of our mass filter (N = 6). These radicals are emitted directly from the surface in substantial quantities. The mean kinetic energies of the fastest (CF₂)₅ radicals are about 0.6 eV for each of the detected masses. These kinetic energies are independent of fluence, suggesting that they travel from the surface to the detector without collision. These high kinetic energies are consistent with photochemical scission of the polymer backbone, where a fraction of the excitation energy is delivered to the fragment as kinetic energy. That said, most of the radicals detected under these conditions are slower. Immediately after the laser pulses, the great majority of these slower particles are incorporated into an expanding body of gas that undergoes hydrodynamic flow. We describe a simple but illustrative model to describe the motion of these slower fragments.
1. Introduction

Polytetrafluoroethylene (PTFE) is a chemically stable, biocompatible polymer with a low surface energy, low coefficient of friction, and high resistivity. Although these properties are desired in many applications, its use is often hindered by its poor machinability using conventional techniques. Precision etching of PTFE has been demonstrated using 157-nm excimer lasers.\textsuperscript{1-3} High quality thin films have also been deposited by laser ablation deposition at 157 nm.\textsuperscript{4-6} These results have been attributed in part to the photodecomposition of PTFE at 157-nm,\textsuperscript{6,7} as opposed to the thermal decomposition that takes place at longer excimer wavelengths.\textsuperscript{8-12} That said, the evidence for photochemical decomposition at 157 nm has not been entirely unequivocal.\textsuperscript{13}

In this work, we show that the primary neutral products of ablation of PTFE at 157 nm are (CF$_2$)$_n$ fragments.\textsuperscript{14,15} In contrast, the dominant product of laser ablation during 248-nm excimer laser ablation has been shown to be the monomer, C$_2$F$_4$.\textsuperscript{10,11} Monomer production is consistent with the thermal depolymerization (unzipping) of the polymer chain,\textsuperscript{16}[Madosky, 1994; Welsh, 1996 #3936] while (CF$_2$)$_n$ fragments are consistent with random photochemical scission of the polymer chain. The fastest of the fragments at each mass have kinetic energies of about 0.6 ± 0.2 eV, independent of fluence. These energies are well above typical thermal energies, and again support a photochemical emission mechanism.

That said, the great majority of (CF$_2$)$_n$ fragments detected in this work are slower, consistent with a brief period of hydrodynamic flow immediately after the laser pulse. Hydrodynamic flow is also consistent with estimates of the particle density immediately after the laser pulse. Unfortunately, analytic expressions for the particle densities detected after the transition from hydrodynamic flow to free flight in vacuum are not available. We have proposed a somewhat oversimplified model for these particle densities.\textsuperscript{15} With a empirical patch to account for particles that undergo the transition to free flight before the main body, the model
describes our time-of-flight signals reasonably well, with parameters that remain physically plausible up to the highest fluences employed in this work (1.5 J/cm²).

2. Experiment

The PTFE targets employed in this work were 1-mm thick sheets supplied by Goodfellow Corporation (Oakdale, Pennsylvania, USA). Experiments were conducted in vacuum chambers at background pressure of 3 × 10⁻⁷ Pa. Pulsed 157-nm radiation was provided by a Lambda Physik LPF200 F₂ excimer laser operating at a pulse repetition rate of 5 Hz and pulse width of 20 ns at fluences from 0.4 to 1.5 J/cm². The laser beam was directed at the sample through a calcium fluoride lens with a 50 cm focal length. Without aperture, the beam profile was roughly rectangular, with a Gaussian intensity distribution across the narrow dimension of the rectangle.

Mass-resolved time-of-flight signals were acquired with a UTI 100C quadrupole mass spectrometer (QMS). Neutral molecules passed through an electron impact ionizer operating at a electron kinetic energy of 70 eV.

Depth of etch pits were determined using a profilometer on samples irradiated at different fluences with 50 laser pulses.

3. Results

A histogram of the intensities of signals observed during the laser ablation of PTFE by 157 nm laser radiation is plotted in Fig. 1. These fragments are detected as positive ions after electron-impact ionization (70 eV electrons) in the quadrupole ionizer. Published data on the fragmentation of PTFE by electron impact indicates that most of these species can be produced by fragmentation in the quadrupole ionizer.¹⁷ Ionization most often involves the removal of an electron or the removal of an F⁻ ion.
Fig. 1. Histogram of relative intensities of mass fragments detected during 157-nm ablation (a) between 0 and 200 amu and (b) between 200 and 300 amu at a fluence per pulse of 1.4 J/cm$^2$. The intensities have been adjusted to correct for the decreasing ion transmission through the mass filter with increasing mass.

To identify species produced by 157 nm laser irradiation, careful comparisons were made of the particle time-of-flight signals. Molecules emitted by laser ablation are designated parent species, as these are the source of all the other observed species, denoted cracking fragments. Cracking fragments are produced as the parents pass through the ionizer. Both cracking fragments and parents (now ions) are accelerated to a kinetic energy of 15 eV as they enter the mass filter. Due to their lower mass, cracking fragments will arrive at the detector before the parents by a small, well-defined time that depends on their mass ratios. Since the various parent species generally pass through the quadrupole ionizer at different times, they can usually be identified by their distinct arrival times at the detector.
In this manner, we had identified the following parent molecules: CF₂, C₂F₄, C₃F₆, C₄F₈, C₅F₁₀, and C₆F₁₂—all radicals of the form (CF₂)ᴺ. Since mass filter is effective only at masses less than about 300 amu (corresponding to N = 6), more massive species may be present but not detected. The great majority of the signals at the corresponding masses can be attributed to laser ablation. Conversely, the majority of the signals at masses corresponding to the other radicals in Fig. 1 are produced in the ionizer due to fragmentation by electron impact. The dominance of neutral (CF₂)ᴺ fragments among the observed products is consistent with more-or-less random scission of C-C bonds along the PTFE backbone. As thermal bond scission in PTFE yields mostly monomer fragments (C₂F₄),¹⁶,¹⁸,¹⁹ the observation of (CF₂)ᴺ fragments is strong evidence for another production mechanism—most likely photochemical scission of the C-C bonds.⁶,⁷,¹⁵

These small, highly reactive (CF₂)ᴺ radicals may also promote polymerization of fluoroethylene oligomers in thin films deposited by laser ablation, increasing film quality. We note, however, that these radicals are quite volatile and easily vaporized from heated substrates.²⁰

Matientzo et al. observed a similar pattern of fragmentation using IR laser-assisted mass spectroscopy of PTFE that had been damaged by exposure to VUV radiation from a helium plasma source.¹⁸ They detected negative ions of the form CᴺF⁻(2N+1), consistent with random scission of the C-C bonds, followed by reactions with F⁻ to form negative ions.

Electron-impact fragmentation in some cases distort the relative intensities of the observed signals. For instance, The intensity of the cracking fraction C₄F₇ in Fig. 1 is several times more intense than the intensity of the expected parent, C₄F₈. That said, the arrival time of the parent should not be affected by this loss of intensity. In Fig. 2, we show time-of-flight signals for each of the identified parents in this work. Importantly, the differences between the peak arrival times are much greater than the 10-20 µs differences expected for fragments with the indicated masses produced in the ionizer at the same time. At the very least, most of the signal at each mass is due to a unique product of laser ablation.
Fig. 2. Normalized time-of-flight signals for the six \((\text{CF}_2)_N\) fragments emitted directly from the surface during 157-nm ablation at a fluence per pulse of 1.1 J/cm\(^2\).

We note that the expected optical properties of fluoroethylene oligomers are inconsistent with significant interactions with 157 nm after emission. Calculations by Robin suggest that PTFE oligomers with molecular weights less than about 2400 amu do not absorb significantly at 157 nm.\(^{21}\) The ablation plume should be transparent at 7.9 eV. This would seem to rule out significant bond scission after emission—at least for fragments with masses under about 2400 amu. We expect that the large majority of the light particles that make up our TOF signals come directly from the sample; they are not produced in the ablation plume.

Importantly, the leading edge of the time-of-flight signals for each of the parent \((\text{CF}_2)_N\) species does not shift with laser fluence—often despite significant shifts in the peak arrival times. Figure 3 shows time-of-flight signals acquired at 50 amu (CF\(_2\)), 100 amu (C\(_2\)F\(_4\)) and 150 amu (C\(_3\)F\(_6\)) at three different fluences for each species. The CF\(_2\) signals generated at fluences from 0.8–1.5 J/cm\(^2\) are all quite similar, despite marked differences in intensity (shown below). Although, the time-of-flight peaks for C\(_2\)F\(_4\) shift consistently with fluence, the leading edges shift hardly at all. In the case of C\(_3\)F\(_6\), close inspection shows that the leading edge changes some with fluence, but not in a consistent fashion.
Fig. 3. Time-of-flight signals acquired at (a) 50 amu—CF$_2$, (b) 100 amu—C$_2$F$_4$, and (c) 150 amu—C$_3$F$_6$ at the indicated fluences.

The behavior of the fastest products is significant because the velocity of products emitted in thermal equilibrium with a surface consistently increase with temperature, which in turn increases with laser fluence. Further, collisions between atoms and molecules after emission also accelerate the fastest particles. As few as four collisions per particle can have dramatic effects on the time-of-flight signal. The relatively consistent time-of-flight (and thus velocity) of the fastest products at each mass implies that they have traveled from the sample to the quadrupole ionizer virtually without collision. Further, these fastest particles were not in thermal equilibrium with the surface at the time of emission.

The required lack of collisions is especially remarkable given this high particle densities expected in the ablation plume. Over this range of fluences, the etch rates inferred from post-ablation topography measurements range from 20 nm/pulse at 0.4 J/cm$^2$ to over 400 nm/pulse at 1 J/cm$^2$. If even 20 nm of PTFE material were ejected as 0.6 eV monomer units (100 amu) at a constant rate during a 20 ns laser pulse with velocities directed normal to the surface (1000 m/s), the particle density at the end of the pulse would exceed $10^{19}$ particles/cm$^3$. Even with an unrealistically low, room temperature thermal dispersion in velocities (relative velocities near 200 m/s), the corresponding collision rate would exceed 1 ns$^{-1}$.

At these high densities and collision rates, hydrodynamic conditions prevail, and the great majority of the particles will behave collectively as gas undergoing adiabatic expansion. Further,
the amorphous, coiling structure of PTFE suggests that the initial particle velocities would actually be randomly directed, rather than directed normal to the surface. The average velocity of the resulting cloud will be zero, but the expansion velocity can approach the speed of sound in the gas. We then attribute the leading edge of the TOF signal to particles emitted from the surface near the beginning of the laser pulse, whose velocities happen to be directed (to a good approximation) along the surface normal, toward our detectors.

If this scenario applies to our experiment, we would expect the fast particles to make up a substantial fraction of the total TOF signal at low fluences, where particles originating from the surface make up a large fraction of the total. The distinction between the fast and slow particles is most clear at moderate masses, due to the reduced particle velocities at higher masses. (These lower velocities also result in lower particle fluxes at the detector—resulting in a trade-off between resolution and signal intensity.) Figure 4 shows time-of-flight signals for C₃F₆ acquired at fluences of 0.4 and 1.0 J/cm². At 0.4 J/cm², the structure along the leading edge forms a distinct peak; whereas at 1.0 J/cm², it is merely a prominent shoulder. Consistent with measurements made at higher fluences, the structures along the leading edges of these signals both peak near 100 µs. The fast peak in Fig. 4 is followed by a slow feature that peaks near 230 µs, which we attribute particles experiencing multiple collisions on the way to the detector.
Fig. 4. Time-of-flight signals for C$_3$F$_6$ (150 amu) (a) acquired at fluences of 0.4 and 1.0 J/cm$^2$, normalized so that the structures along the leading edges have the same height; and (b) the signal acquired at a fluence of 0.4 J/cm$^2$, showing a fit of Eq. (1) to the signal for times less than 150 µs (dark line).

The fast peak in Fig. 4 is well isolated and suitable for robust characterization by curve fitting techniques. If the particles were emitted in thermal equilibrium with the surface, the effusive Maxwell-Boltzmann distribution would provide an appropriate model.$^{25}$ Curve fits to this model yield effective surface temperatures near 8000 K. This degree of surface heating is unlikely. If we assume that the fast peak is composed of molecules with a 1-D Gaussian distribution in energy, we expect a time-of-flight signal with the form:
\[ I(t) = \frac{m d_I N_0}{\sqrt{2\pi} \sigma (t-t_Q)} \exp \left[ \frac{-1}{2\sigma^2} \left( E_0 - \frac{m d^2}{2(t-t_Q)} \right)^2 \right], \]  

(1)

where \( m \) is the particle mass, \( d_I \) is the distance between the sample to the middle of the quadrupole ionizer (10.5 cm), \( t \) is the arrival time at the detector, and \( t_Q \) is the time required for the ionized particle to pass through the mass filter. The adjusted parameters are \( N_0 \), the number of detected particles, \( E_0 \), the mean particle kinetic energy, and \( \sigma \), the standard deviation of the particle energy distribution. The fit of Eq. (1) to the fast peak in Fig. 4 (using data for times \( t < 150 \mu s \)) is shown as the dark line in Fig. 4. The best-fit value for the mean kinetic energy, \( E_0 \), is 0.6 ± 0.2 eV. This kinetic energy is well above typical thermal energies, and is consistent with a photochemical origin.

To test the ability of Eq. (1) to describe for the fast particles at higher fluences, we must account for the slower particles as well. Analytic expressions are preferred for the computational efficiency, although they are limited and approximate. A major class of analytic solutions to the hydrodynamic equations are self-similar: the functional form of the density distribution is unchanged during evolution.\textsuperscript{26-28} Of these, the simplest are Gaussian. The Gaussian density distribution satisfies the hydrodynamic equations for the case of an adiabatically expanding gases with uniform (but changing) temperature; further, evolution maintains the Gaussian form.\textsuperscript{26,27} Gaussian distributions suffer the defect of extending to infinity, which we ignore. They also neglect the important transition to free flight, as the cloud expands and collisions become increasingly rare. Although the transition to free flight is not appropriately described, the function itself can be smoothly transformed into the full range Maxwell-Boltzmann distribution, which describes particles in free flight. As we will show, the result will require a patch (another function) to adequately describe the data.

Self-similar solutions evolve so as to maintain a constant ratio between the \( x \)-coordinate of a moving patch of gas and a characteristic dimension of the distribution remains constant. In
the case of a Gaussian distribution, this characteristic dimension can be interpreted as a standard deviation. Thus \([x(t)/\sigma_x(t)]^2\) remains constant as the flow evolves. To obtain the distribution as a function of \((x,y,z)\), we replace \(x(t)\) with the \(x\)-coordinate at which measurement is made. The resulting density distribution in 3-D is then\(^{26}\)

\[
\vec{\rho}(x,t) = \frac{\rho_0}{(2\pi)^{3/2}\sigma_x\sigma_y\sigma_z} \cdot \exp \left[ -\frac{x^2}{2\sigma_x^2} - \frac{y^2}{2\sigma_y^2} - \frac{z^2}{2\sigma_z^2} \right]
\]

(2)

where \(\sigma_x\), \(\sigma_y\), and \(\sigma_z\) are functions of time and \(\rho_0\) is the initial density. For an ideal gas with specific heat ratio \(\gamma\), the (uniform but changing) temperature evolves according to the relation:\(^{26}\)

\[
T = T_0 \left( \frac{\sigma_{x0}\sigma_{y0}\sigma_{z0}}{\sigma_x\sigma_y\sigma_z} \right)^{\gamma^{-1}}
\]

(3)

A solution for the density versus time can be obtained by numerically integrating the relations:

\[
\sigma_x \frac{d^2\sigma_x}{dt^2} = \sigma_y \frac{d^2\sigma_y}{dt^2} = \sigma_z \frac{d^2\sigma_z}{dt^2} = \frac{kT_0}{m} \left( \frac{\sigma_{x0}\sigma_{y0}\sigma_{z0}}{\sigma_x\sigma_y\sigma_z} \right)^{\gamma^{-1}}
\]

(4)

where \(\sigma_{x0}\), \(\sigma_{y0}\), and \(\sigma_{z0}\) are the initial standard deviations.

However, our particles are detected some 10.5 cm away from the sample, long after the transition to free flight. In this regard, we note that the functional form of Eq. (2) is identical to that of the full-range Maxwell-Boltzmann distribution, obtained by setting \(\sigma_x = \sigma_y = \sigma_z = t (kT/m)^{1/2}\). Physically, a transition from the \(\sigma(t)\) in Eq. (4) to \((kT/m)^{1/2}\) would require that the entire gas cloud makes the transition to free flight at the same instant, which it does not. But it is likely that the densest regions of the expanding gas cloud, closest to the surface, transit rapidly to free flight; here the density gradients are small and would approach the threshold for free flight.
almost simultaneously. Thus there is hope that the full range Maxwell-Boltmann would provide an approximate account for a significant portion of the gas cloud. Further, we require that \( (kT/m)^{1/2} \) at the time of detection is much greater than \( \sigma_x, \sigma_y, \) and \( \sigma_z \) at the time of transition to free flight—which is reasonable for detectors mounted well away from the sample. Finally, the flow velocities of particles at the time of transition must be small relative to their thermal velocities.

If we measure the density at a point \( x \) along the \( x \)-axis (so that \( y = z = 0 \)),

\[
\rho(x = 0, y = 0, z = 0, t) = \frac{\rho_0}{t^3} \left( \frac{m}{2 \pi k T} \right)^{3/2} \exp \left[ -\frac{m x^2}{2kTt^2} \right].
\]  

(5)

From Eq. (3), we identify the temperature \( T \) in Eq. (5) with the temperature at the transition to free flight, and not the temperature of the surface. Finally, we must include an experimental detail. Although the signal we detect is proportional to the particle density at the ionizer, the particle is not detected until a time \( t_Q \) later, after the particle passes through the mass filter. This time is determined uniquely by the particle mass and the time of detection. The corresponding signal is then

\[
\rho(x = 0, y = 0, z = 0, t) = \alpha \rho_0 \left( \frac{m}{(t - t_Q)^3} \right)^{3/2} \exp \left[ -\frac{m x^2}{2kT(t - t_Q)^2} \right].
\]

(6)

where \( \alpha \) is a constant that accounts for the ionization, mass filter, and detection efficiencies.

Equation (6) incorporates two adjustable parameters, \( \rho_0 \) and \( T \), and provides a good description of the TOF of the slowest particles in this work—the tails of the TOF signals. To account for particles with intermediate arrival times, we added a second Gaussian density distribution [Eq. (1)] with \( E_0 \) fixed to zero. This adds two adjustable parameters, another magnitude \( N \) and standard deviation \( \sigma \). Physically, this second Gaussian provides an entirely empirical account for particles that make transition to free flight well before the main body of
gas. This would also include particles that undergo a small number of collisions before transitioning to free flight, and thus are never experience hydrodynamic flow. These particles form a Knudsen layer, where the collision rate is high enough to modify the velocity distributions, but insufficient for hydrodynamic flow.\textsuperscript{22}

Figure 5 displays TOF signals acquired for three particles, CF\textsubscript{2}, C\textsubscript{3}F\textsubscript{6}, and C\textsubscript{6}F\textsubscript{12}, a fluence of 0.8 J/cm\textsuperscript{2}, with the corresponding curve fits. The seven parameter fit allows for reasonable fits over the entire range of probed masses. Further, the model satisfies two physical expectations associated with the proposed emission mechanism and subsequent TOF evolution. The mean kinetic energy of the fast peak is essentially the same for each fragment mass: 0.6 ± 0.2 eV. This same kinetic energy applied to TOF measurements over the entire range of fluences employed in this work. Furthermore, at a given fluence, the effective temperature (at the transition to free flight) was about the same for all the parent molecules. For instance, the curve-fit temperatures from the TOF signals in Fig. 5 were 830 ± 20 K. As the fluence was increased from 0.7 to 1.5 J/cm\textsuperscript{2}, the curve fit temperatures smoothly increased from about 800 to 1500 K. As the fluence is increased, more thermal energy is deposited into the emitted fragments.

The gradual increase in temperature with fluence is consistent with the weak dependence of temperature on gas cloud volume implied by Eq. (3) and typical values for the heat capacity ration. (For instance, $\gamma \sim 1.24$ for ethylene at 1 atm and 15 °C).\textsuperscript{29} Thus the cooling associated with adiabatic expansion will not be able to offset the increased energy supplied to the emission products at higher fluences.
Fig. 5. Time-of-flight signals for (a) CF₂—50 amu, (b) C₃F₆—150 amu, and (c) C₆F₁₂—300 amu acquired at a fluence of 0.8 J/cm². The dark lines through the data show least squares curve fits of the data incorporating a fast Gaussian energy distribution [Eq. (1)], a slower Gaussian energy distribution with zero mean kinetic energy, and an even slower full-range Maxwell Boltzmann distribution [Eq. (6)].

The intensity of the fast peak in Fig. 5(c) (300 amu) is much lower than the intensities of the lighter particles—50 amu in Fig. 5(a) and 150 amu in Fig. 5(b). The fast peak intensity
drops markedly as the particle mass increases above 150 amu. We attribute this to the relatively low thermal velocities of the heavier particles. [Thermal velocities scale as \((kT/m)^{1/2}\), where \(m\) is the particle mass.] Thus heavier particles emitted early in the laser pulse are often overtaken by lighter particles emitted later. The resulting collisions reduce the number of particles in the heavy particle fast peaks.

When interpreted with care, the fluence dependence of the emission intensities often carries information on the process by which the particles were created. For instance, we expect the signal intensities described above to systematically under-represent the total emission intensities, due to adiabatic expansion perpendicular to the line-of-sight path to the quadrupole ionizer. The intensities associated with the fast particles (that do not undergo collision) should provide a much better indication of the emission mechanism—at least for those particles emitted early in the laser pulse.

In Fig. 6, we plot the area of the fast component (determined from the curve fits) for TOF signals for CF\(_2\), C\(_2\)F\(_4\), and C\(_3\)F\(_6\). In each case, the fluence dependence of the fast component is about 1.7th order. We cite evidence below to the effect that the energy of a single 7.9 eV photon is sufficient to break C-C bonds in the PTFE structure. The observed fluence dependence is consistent with the expectation that the production of small PTFE fragments requires that the chain be broken at two points—except when scission occurs close to the chain end. Chain end scission of intact chains would probably not produce the detected species, assuming that the chains are terminated with -CF\(_3\). But it is reasonable to expect that some chains are broken in the material that remain even after each laser pulse. Some of chain-end CF\(_2\) radicals would then be available for emission during the next laser pulse. We suggest that the combination of single- and double-scission events could account for the observed 1.7th order fluence dependence.
4. Discussion

The ability of 157-nm excimer lasers to etch clean structures in PTFE has been tentatively attributed to the photochemical scission of C-C bonds in the polymer chain.\textsuperscript{6,7} At longer excimer wavelengths (with the possible exception of 193 nm), chain scission is primarily thermal,\textsuperscript{8,11} and thermal damage to small structures is an issue.

Band structure calculations verify that 157 nm (7.9 eV) photons are sufficient to produce bandgap excitations in PTFE.\textsuperscript{30,31} Recent calculations suggest that absorption at 7.9 eV is mediated by C-C sigma bonds along the polymer chain.\textsuperscript{31} Nagayama \textit{et al.} has shown that VUV absorption at 7.9 eV is strongest when the VUV light is polarized along the direction parallel to the PTFE chains, consistent with absorption into C-C sigma states.\textsuperscript{32} Although these calculations do not prove that 7.9 eV excitations can cleave C-C bonds, the localization of excitations on these bonds would provide a mechanism for photoelectronic cleavage. Since thermal decomposition of PTFE yields (almost exclusively) the monomer (C\textsubscript{2}F\textsubscript{4}),\textsuperscript{16,19} the production of (CF\textsubscript{2})\textsubscript{N} fragments rules out a thermal mechanism for ablation

\textbf{Missing mass.} As mentioned above, the etch rates inferred from measurements after ablation ranged from about 20 nm/pulse at 0.4 J/cm\textsuperscript{2} to 400 nm per pulse near 1 J/cm\textsuperscript{2}. The
material removal rate at 1 J/cm² corresponds to about 10⁻¹⁰ g/pulse. If all this material was removed as small fragments, the resulting signal intensities would saturate our instruments at even lower mass removal rates. We have recently shown that about 90% of the mass removed under the conditions of this work appears as heavy fragments, with masses well above the upper limit of our quadrupole mass filter. Moreover, the trajectories of these heavier fragments are directed well away from the surface normal and do not reach our detector. These heavier fragments are the subject of Chapter five of this thesis.

5. Conclusions

Quadrupole time- and mass-resolved measurements of neutral particles emitted during the laser ablation of PTFE at 157 nm shows intense signals due to \((\text{CF}_2)_N\) fragments, where \(N\) ranges from \(N = 1\) to the upper limit of our mass filter, \(N = 6\). The observation of intense emissions at masses other than the monomer rule out thermally-activated depolymerization of the polymer chain as an important source of material removal. The high kinetic energies (about 0.6 eV) and fluence dependence (typically 1.7th order) of the faster fragments are consistent with emission due to photochemical scission of C-C bonds. These observations provide strong support to previous arguments for the photochemical etching of PTFE at 157 nm.⁶,⁷

Photochemical bond scission at 157 nm (but not at 248 nm and longer excimer wavelengths) would account for lack of thermal damage in microstructures produced by laser ablation at 157 nm.⁴-⁶ Highly reactive \((\text{CF}_2)_N\) radicals may also promote polymerization of fluoroethylene oligomers in thin films deposited by laser ablation. However, it is likely that any radicals responsible for polymerization are somewhat larger than those directly observed in this work, as the light radicals are quite volatile at room temperature.²⁰ We have recently found evidence for much heavier radical fragments, discussed in Chapter five.
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CHAPTER FIVE

Interactions between fluorocarbon polymers and 157-nm excimer laser radiation. II. Off-normal trajectories of heavy molecules during ablation of PTFE

Sharon R. George, S. C. Langford and J. T. Dickinson

Abstract

We report observations of particle emission from PTFE due to ablation with a 157-nm excimer laser. Polymer fragments with masses less than 300 amu are characterized by quadrupole-mass-selected, time-of-flight measurements. Heavier particles are collected on silicon substrates. Surprisingly, the trajectories of the heaviest fragments are preferentially directed at large angles away from the surface normal—often nearly parallel to the substrate surface. We attribute this behavior to density and pressure gradients associated with the Gaussian intensity profile of the laser beam. High number densities of lighter fragments are produced near the center of the laser spot, where the laser intensity is highest. Low number densities of heavier fragments are produced along the edge of the laser spot, where the intensities are lower. Since pressure is proportional to number density, high pressures develop near the center that accelerate the surrounding heavier particles to the side. The explanation is supported by numerical solutions to the hydrodynamic equations. Further, off normal trajectories are not observed when a uniform beam profile is employed. We suggest possible applications to the deposition of PTFE films.
1. Introduction

Polytetrafluoroethylene (PTFE) is well suited for many applications because of its excellent chemical stability, low surface energy, low coefficient of friction, and good electrical insulation. Unfortunately, PTFE surfaces and films are difficult to pattern by conventional techniques. The ability of F$_2$ excimer lasers (157-nm) to produce fine structures with minimal thermal damage$^{1-3}$ alleviates this difficulty for some high value applications.

The presence of heavy and light particles in the cloud of emitted particles gives rise to some unique behavior in the way it expands. The cloud in this case is a mixture of neutral fragments ranging from 50 amu to 2000 amu. We observe heavy fragments preferentially emitted in paths away from the surface and almost parallel to the surface while the lighter fragments are more forward directed. In this article we propose that this behavior is due to pressure gradients created due to the distribution of masses from the center of the laser spot toward the edges due to the Gaussian profile of the laser beam. These pressure gradients cause the heavy particles to be accelerated in the directions away from the surface normal. Hydrodynamic calculations on 2-component plumes in 2-dimensions were performed to test the validity of our hypothesis.

The presence of heavy fragments emitted during laser ablation is very advantageous to thin film growth by pulsed laser deposition as it eliminates the need for the substrate to be heated to drive polymerization reactions. We have been able to successfully deposit high quality films at room temperature on silicon wafers placed above and below the samples. Moreover our calculations show that it may be possible to deposit larger uniform thin-films by using two laser beams to create pressure gradients in the plume.
2. Experiment

The PTFE targets employed in this work were 1-mm thick sheets supplied by Goodfellow Corporation (Oakdale, Pennsylvania, USA). Experiments were conducted in vacuum chambers at background pressure of $3 \times 10^{-7}$ Pa. Pulsed 157-nm radiation was provided by a Lambda Physik LPF200 F$_2$ excimer laser operating at a pulse repetition rate of 5 Hz and pulse width of 20 ns. The laser beam was directed at the sample through a 50 cm focal length lens. The fluences employed ranged from 0.5 to 0.8 J/cm$^2$ (per pulse). The laser beam profile was roughly rectangular, with a Gaussian intensity distribution across the narrow dimension of the rectangle.

Mass-resolved time-of-flight signals were acquired with a UTI 100C quadrupole mass spectrometer (QMS). Neutral molecules passed through an electron impact ionizer operating at a electron kinetic energy of 70 eV. Neutral emission measurements were performed using two mass filters placed above and in front of the surface as shown in Fig 1. We refer to the plane parallel to the long dimension of the laser spot as the xz-plane and the plane parallel to the shorter dimension as the xy-plane. To measure the emission at different angles in the xy-plane, the samples were tilted so as to only detect the emission at a given angle. Care was taken to keep the average fluence constant when the laser spot size on the sample changed due to the tilt. Also, in the measurements shown below, the signal intensities were corrected to account for the difference in sensitivity of the two detectors.

To perform differential scanning calorimetry (DSC) measurements on PTFE films of about 4 mg in weight were deposited in aluminum pans. The pans were weighed before and after the measurements were done. The heating and cooling rates used were 10$^\circ$ C/min. The samples were heated to 400$^\circ$ C and kept at that temperature for 5 min before cooling them.
3. Results and Discussion

**Effect of beam profile.** Profilometry measurements of PTFE surfaces exposed to 157-nm excimer laser radiation show etch rates as high as 400 nm/pulse at fluences near 1 J/cm². Material is removed principally by photoelectronic scission of C–C bonds and yields fragments of the form \((\text{CF}_2)_N\) for \(N = 1…6\). When the Gaussian beam of an F₂ excimer laser is simply focused on to the sample, substantial emission intensities display trajectories well away from the surface normal, in the plane perpendicular to the narrow dimension of the laser spot.

Figure 1 shows mass-selected TOF signals acquired at 300 amu (C₆F₁₂). In Fig. 1(a), the Gaussian laser beam was simply focused onto the sample; whereas in Fig. 1(b), the beam was apertured to yield an essentially flat-top intensity profile. In each case, we compare the signal detected along the sample normal (normal direction) with signals detected at 70° from the sample normal (off-normal direction). The laser beam energy was adjusted in each case so that the average fluence at the sample was 820 mJ/cm² per pulse. When the beam profile is Gaussian, the signal measured at 70° is several times more intense than the signal along the normal of the sample, despite the relatively small change in laser spot size. This was not expected. In most...
material-laser systems at high etch rates, the particle trajectories in vacuum tend to be strongly forward directed.\(^7\)

![Time-of-flight signal of 300 amu](image)

Fig. 2. Mass selected time-of-flight signals of 300 amu acquired at a fluence of 820 mJ/cm\(^2\), measured 0° and 70° from the surface normal, (a) using the entire laser beam (Gaussian beam profile) (b) using only the most intense region of the beam (effectively a flat topped beam profile).

In Fig. 2(b), we show similar measurements made in the presence of a beam aperture. The aperture allows only the most intense portion of the beam to reach the sample; this significantly reduces the total laser energy incident on the surface, but results in a nearly uniform (flat-top) intensity profile. In this case, significant signals are observed along the normal
direction, but virtually nothing is observed 70° from the surface normal. This behavior is consistent with our expectation that emission be strongly forward directed.

Strong, off-normal emissions are also produced by the Gaussian beam at the other masses detected in this work, up to the 300 amu mass limit of our quadrupole mass spectrometer. Figure 3 shows mass-selected TOF signals acquired at masses corresponding to CF$_2$, C$_2$F$_4$, C$_3$F$_6$, C$_4$F$_8$, C$_5$F$_{10}$ and C$_6$F$_{12}$ using the un-apertured, Gaussian beam at a fluence of 820 mJ/cm$^2$. For each mass, we compare the signals detected with the sample surface perpendicular to the axis of the mass filter (along the surface normal), with signals detected with the sample tilted 70° from the axis of the mass filter (black curves). To better compare the TOF behavior of the normal and off-normal signals, they are normalized and replotted in the insets.

Significant off-normal emissions are observed at each mass. More importantly, the off-normal emissions dominate the total emission intensities as the particle mass approaches 300 amu—despite only a modest increase in total laser energy on the sample. To add insult to injury, the TOF peak appears much sooner for the off-normal signals at the highest masses. At 300 amu, the TOF peak for off-normal emission appears at 270 µs, while the TOF of the signal for the normal emission appears to peak at 550 µs. This difference is consistent with kinetic energies four times higher in the off normal emission. Not only is emission at 300 amu more intense in the off normal direction, these particles have been accelerated to substantial kinetic energies. Importantly, the TOF peaks for off-normal emission at masses greater than 150 amu appear at nearly the same position (about 250 µs), suggesting that a substantial number of particles at each mass are entrained in a body of gas which has been accelerated as one body to velocities near 400 m/s.
Fig. 3. Mass selected time-of-flight signals of neutral fragments measured along the surface normal (gray curves) and 70° off-normal in the plane perpendicular to the long dimension of the laser spot. The signals represent a sum of 200 pulses at a fluence of 820 mJ/cm².

Figure 4 shows the ratio of emission intensity at 70° to the intensity at 0° for the fragments observed between 50 and 300 amu at a fluence of 820 mJ/cm². For masses above 100 amu, this ratio increases monotonically with mass. Thus the mechanism responsible for off-normal trajectories is most effective for the heavier particles.
Fig. 4. Ratios of the off-normal signal intensities to the normal signal intensities, measured in the plane perpendicular to the long dimension of the laser spot. Measurements were made at a fluence of to the intensity along the surface normal versus mass number of the neutral fragments measured at a fluence of 820 mJ/cm$^2$.

The data point for 100 amu in Fig. 4 is anomalously high. This represents the monomer, C$_2$F$_4$, which can be produced by photochemical bond scission. It is also the dominant product of thermal decomposition.\textsuperscript{8,9} We show below that perhaps 90% of the mass removed during ablation is removed as massive particles that are not resolved by our mass filter. Further, virtually all of these massive particles have off-normal trajectories. If some of these chains are emitted at temperature sufficient to support thermal depolymerization, that would produce an excess of particles at 100 amu in the off normal direction.

Measurements of emission intensity versus angle show a strong dependence on laser fluence. Figure 5 shows the signal intensity observed at different angles, measured relative to the surface normal, at fluences of 520 and 680 mJ/cm$^2$. Again, the laser beam energy was adjusted to maintain a constant fluence at the sample as the sample was tilted away from the normal inclination. At 520 mJ/cm$^2$, the most intense emissions are observed at angles near 30° with respect to the surface normal. At 680 mJ/cm2, the most intense emissions are observed near 60°. (The peak in the total energy delivered to the sample, at the largest spot sizes, occurs near 45° in each case.)
Fig. 5. Intensity of 300 amu signal measured as a function of angle from the surface normal at two laser fluences.

The variation in the direction of peak emission intensities with fluence is consistent with gas dynamics effects, which become more important as the amount of material removed per pulse increases. Increasing the fluence increases the particle densities and pressure gradients in the expanding cloud of gas. These would be responsible for the lateral (off-normal) acceleration experienced especially by the heavier fragments.

**Deposition of larger fragments.** As noted above, the mass spectrometer employed in this work is not able to resolve particles with masses greater than 300 amu. These fragments are gaseous molecules that are not likely to condense at room temperature. Larger fragments can be collected on substrates mounted close to the laser spot.
Fig. 6. PTFE films deposited on silicon wafers placed roughly 5 mm from the laser spot, with the plane of the wafer oriented parallel to (a) the long dimension of the laser spot and (b) the short dimension of the laser spot. (c) A scanning electron micrograph of a film deposited on a silicon wafer placed below the laser spot, parallel to the long dimension of the laser spot.

Figure 6 shows visible light images of silicon wafers mounted about 5 mm from the laser spot during exposure to about 3000 pulses at a fluence of 900 mJ/cm². The wafers in Fig. 6(a) were mounted with the plane of the wafer parallel to the long dimension of the laser spot. These would be oriented so as to collecte the off-normal emissions described above. Significantly, these wafers display clearly visible thin films. The visible light interference fringes are
consistent with maximum thicknesses of about 700 nm. The wafers in Fig. 6(b) which were mounted with the plane of the wafer parallel to the short dimension of the laser spot show no interference fringes, consistent with film thicknesses less than 100 nm.

We note that \((\text{CF}_2)_N\) fragments with \(N \leq 6\) are volatile at room temperature.\(^{10}\) Unless these fragments polymerized on contact, they would not be collected. To promote polymerization and crystallization, PTFE films are usually deposited on heated substrates and subsequently annealed at temperatures near 400 °C.\(^{11}\) Thus the films in Fig. 5(a) are likely formed by much heavier fragments. The film appears to be uniform and dense, with no signs of particulates.

Estimates of the molecular weight of the fragments incorporated into these films were made by differential scanning calorimetry (DSC). Amorphous polymers undergo partial crystallization at temperatures that depend on molecular weight.\(^{12}\) Figure 7(a) shows a DSC thermograph acquired using a PTFE film deposited directly onto the sample holder—an aluminum pan. As the sample is heated to 400 °C, no distinct feature is observed. This could well be due to volatile components with a range of masses that vaporize gradually as the sample is heated. This is consistent with the sample mass after thermal cycling, which indicated a 94% mass loss.

As the sample was cooled, a small but distinct crystallization peak was observed at 278° C. On a subsequent DSC thermal cycle on the material that remained (shown in Fig. 7(b)) we now see a distinct crystalline melting point at 278 °C as the sample is heated. This crystalline melting point is related to the molecular weight by Flory’s equation:\(^{12}\):

\[
\frac{1}{T_m} - \frac{1}{T_m^0} = \frac{R}{\Delta H_u} \left( \frac{2}{\bar{X}_n} \right),
\]

where \(T_m\) is the crystalline melting point in kelvin, \(T_m^0\) is the melting point of pure CF\(_2\) (600 K), \(R\) is the gas constant (2.0 cal/mole/degree), \(\Delta H_u\) is the heat of fusion per mole of CF\(_2\) units (685
calories) and $\bar{X}_n$ is the number average of CF$_2$ units. Since the molecular weight of a CF$_2$ unit is 50 amu, the number average molecular weight ($M_n$) of the polymer is $M_n = 50 \bar{X}_n$. Then

$$M_n = \frac{200}{685\left[\frac{1}{T_m} - \frac{1}{600}\right]}$$

With $T_m = 278$ K, the corresponding molecular weight of the residual film is ~ 2000 amu. Since most of the light fragments evaporated during the first heating cycle, we expect that polymerization was minimal. Therefore 2000 amu is most likely a rough upper bound on the mass of the particles deposited on the film during laser ablation.

Fig. 7. (a) DSC thermograph of a PTFE thin films deposited on aluminum pans placed 0.5 cm below the laser spot. The heating and cooling rates were 10 °C/min. No distinct melting point is observed but a small crystallization peak is observed and a 94% mass loss was observed other the thermal cycle. (b) DSC thermograph of the residual film showing a distinct melting temperature at 278° C.

Although it is not clear what might limit the fragment size during laser ablation, one possibility is the geometric structure of entanglements in the polymer. In a crude sense, entanglements in amorphous polymers function like cross-links in cross-link polymers: the material between entanglements is tied to the rest of the network by the entanglements. That said, entanglements are not chemical links, but more like tangles. If the polymer chain is broken
into fragments, the chains will disentangle, leaving the fragments free. To remove a given polymer fragment from bulk material, the material between two entanglements must be cleaved twice. In amorphous PTFE, the average chain length between entanglements has a molecular weight of about 4660 amu. With two cleaves between fragments, the average fragment length will be about 2300 amu. (Smaller fragments are readily produced.) This upper limit on the average mass of ablated fragments is somewhat speculative. However, it is consistent with the conjecture that the removal of polymeric material during laser ablation requires a minimum density of cleaved bonds.

We suggest that photochemical bond breaking in PTFE during 157-nm irradiation has cleaved the polymer into \((\text{CF}_2)_N\) fragments with masses ranging from 50 amu to 2000 amu. The average size of the fragments will likely depend on the local laser fluence during exposure: massive fragments are produced at lower laser energy densities, where the number of chain scission per unit volume is low, and light fragments are produced at higher laser energy densities, where the number of chain scission events per unit volume is high. For example, if all the photons available at a fluence of 1 J/cm\(^2\) were randomly distributed within a volume given by the etch depth (400 nm) and the laser spot size (0.065 \(\times\) 0.16 cm\(^2\)), and if every photon cleaved the polymer chain, the average fragment size would be 100 amu. Fluences above 1.5 J/cm\(^2\) would be required to produce average fragment sizes of 50 amu, and fluences below 0.5 J/cm\(^2\) would produce average fragment sizes greater than 200 amu.

The energy density associated with a Gaussian laser beam is distributed in a non-uniform fashion across the laser spot, with higher energy densities in the center of the spot and lower densities in the wings. Thus we anticipate that lighter fragments are produced near the center of the laser spot, where the density of cleaved bonds is highest, and heavier fragments toward the edges of the laser spot, where the density of cleaved bonds in lower. We believe this non-uniform distribution of particle sizes plays an important role in the evolution of off-normal emission.
3.1 Hydrodynamic simulations.

To account for the intense off-normal emission of heavier PTFE fragments, we propose that light fragments generated near the middle of the laser spot form a high pressure region of expanding gas that drives the heavier fragments to the side. To test the viability of this thesis, we modeled this expansion with a conventional 2-D gas dynamics algorithm previously used to describe plume expansion in vacuum. The algorithm solves a system of three coupled differential equations that account for the conservation of mass, momentum and energy:

\[
\begin{align*}
\frac{\partial}{\partial t} \begin{pmatrix} \rho \\
\rho v \\
\rho e + \frac{1}{2} \rho v^2 \end{pmatrix} &= -\nabla \cdot \begin{pmatrix} \rho v \\
\rho v v \\
\rho (e + \frac{1}{2} v^2 + \rho v) \end{pmatrix},
\end{align*}
\]

where \( \rho \) is the mass density of the particles in a cell, \( \vec{v} \) is their vector velocity, \( e \) is their internal energy per unit mass, and \( P \) is the pressure. The pressure was calculated from an ideal gas equation of state:

\[
P = (\gamma - 1) \rho e = \rho_N k_B T
\]

where \( \gamma \) is the ratio of specific heats and \( \rho_N \) is the number density of particles in a given cell. For simplicity, we use the ideal gas value, \( \gamma = 5/3 \) (an upper bound). The mass, momentum, and energy distributions were solved for points on a square, 100 × 100 point grid, representing a 10 × 10 cm\(^2\) area in real space. This model was numerically implemented using finite differences in Cartesian coordinates and the Rusanov scheme in time.\(^{15}\)

The simplest system we have found that reproduced the strong off normal emission for heavy fragments involved a two-component gas, with light fragments originating from the center.
of the laser spot and heavy fragments from the edges of the laser spot. In the results presented below, the peak density of the light fragments was set to $10^{19}$ cm$^{-3}$; assuming 100 amu fragments, this corresponds roughly with our etch rates estimates. The light fragments are represented by a Gaussian distribution in density and temperature, with a half width of 3 grid points in each direction. (These dimensions correspond to the most intense $0.016 \times 0.09$ cm$^2$ region of the $0.065 \times 0.18$ cm$^2$ laser spot.) The heavier fragments are represented by a two Gaussian distribution, one centered 2 grid points above and the other two grid points below the center of the laser spot. The peak heavy-particle density was half the peak light-particles density: $0.5 \times 10^{19}$ cm$^{-3}$. For both light and heavy particles, the initial peak temperatures were set to 6600 K (corresponding to 0.6 eV) and the initial vector velocities were set to zero. Although the light-particle density was greater than the heavy-particle density, the light particles made up only a tenth of the total emitted mass: most of the ablated material is removed as heavy fragments.

We neglect interactions between the laser and the ejected material. PTFE oligomers with masses less than about 15,000 amu are not expected to absorb significantly at 157 nm. Indirect heating by inverse bremsstrahlung electron heating is also expected to be negligible, in part due to the short wavelength of the VUV photons (absorption is proportional to $\lambda^{-3}$) and in part due to the relatively low electron densities among the emitted particles.

Density profiles for both light and heavy particles are shown in Fig. 8 at times corresponding to 0, 5 and 10 µs after the laser pulse. While the expansion of the light fragments is mainly forward directed, the expansion of the heavier fragments is almost parallel to the surface. This trend in the expansion is due to the pressure gradients associated with the particle distribution. The heavy fragments are squeezed in between the surface and the light fragments. The heavy-particle density profile in Fig 8(a) at t=10 µs immediately opposite the laser spot is almost flat. If a substrate were placed in front of the laser spot, the resulting deposition should be almost uniform in the central regions. It is possible that exceptionally uniform thin films can
be produced over relatively larger areas if the above conditions are created in the plume. Greater control over the particle masses in each region could presumably be obtained by overlapping two or more laser beams with uniform intensity profiles. Others have proposed that multiple plumes can be used to achieve thin-films over larger coverage areas.\textsuperscript{15}

![Density profiles](image)

**Fig. 8.** Calculated density profiles for (a) heavy and (b) light fragments at time 0, 5 and 10 µs after the laser pulse. The edges of each box are 50 grid points long, equivalent to 2.5 cm. The insets for \( t = 0 \) show the initial densities on an expanded scale; the edges of the inset box correspond to a distance of 0.5 cm.

The effect of pressure gradients is more clearly seen in plots of the particle acceleration vectors at the end of the laser pulse. This acceleration \( a \) is given by:

\[
a = -\frac{1}{\rho} \nabla P.
\]

(5)

Figure 9(a) shows the heavy-particle densities and accelerations that would apply in the absence of the light particles. Figure 9(b) shows the light-particle densities and accelerations that would apply in the absence of the heavy particles. In both cases, these initial accelerations are mostly...
forward directed. Figure 9(c) shows the total particle densities and accelerations as a function of space in the presence of both particles. With both particles, the magnitude of the accelerations are generally greater. Further, the acceleration of particles lying near the sides of the laser spot (principally slow, heavy fragments) is almost parallel to the surface. The model suggests that a distribution of particle sizes is required for off-normal acceleration.

Fig. 9  Calculated density plots and acceleration vectors immediately after the laser pulse for (a) the heavy fragments alone; (b) the light fragments alone; and (c) a superposition of both light and heavy particles.
Varying the ratio between light and heavy particles significantly affects the heavy-particle trajectories. Figure 10 shows heavy-particle density profiles at time $t = 10 \mu$s after the laser pulse for $0.1 \times 10^{19} \text{ cm}^{-3}$, while the light particle density is raised from $0.1 \times 10^{19} \text{ cm}^{-3}$ to $0.5 \times 10^{19} \text{ cm}^{-3}$ to $1 \times 10^{19} \text{ cm}^{-3}$. As the light-particle fraction increases, the heavy-particles are increasingly directed away from the surface normal. As we increase the fluence the light-particle densities increase faster than the heavy-particle densities. These calculations are consistent with what we observe experimentally where as we raise the fluence we see heavy-particles being pushed further away from the normal (Fig. 5).

![Fig. 10. Calculated heavy-particle density distributions at $t = 10 \mu$s after the laser pulse, where the heavy-particle density is fixed at $0.1 \times 10^{19} \text{ cm}^{-3}$. The light-particle densities increase from (a) $0.1 \times 10^{19} \text{ cm}^{-3}$ to (b) $0.2 \times 10^{19} \text{ cm}^{-3}$ to (c) $1 \times 10^{19} \text{ cm}^{-3}$.](image)
Off-normal trajectories also require that the light and heavy particles have contrasting spatial distributions. Figure 11 shows calculated heavy-particle density distributions for $t = 10 \, \mu s$ after the laser pulse with two different initial heavy-particle distributions. In each case, the initial peak heavy particle density is 10% of the initial peak light particle density. With initial the heavy and light particle densities overlap strongly, the heavy particle densities are principally forward directed. When the initial heavy-particle distribution extends well above and below the initial light particle distribution, the heavy particles develop strong off-normal trajectories.

![Image of calculated heavy-particle density distributions](image)

**Fig. 11** Calculated heavy-particle density distributions at $t = 10 \, \mu s$ after the laser pulse corresponding to two with different initial heavy-particle distributions. The initial density distributions are shown on expanded scales in the insets. In (a) the two particle distributions overlap strongly in space. In (b), the two distributions are well separated.
Homogeneous mixtures of heavy and light particles do not allow for strong off-normal trajectories. This is consistent with the virtual lack of off-normal emission in Fig. 1(b), acquired using a flat-topped beam intensity profile. A uniform intensity yields homogeneous particle distributions. In this case, the particle distributions are forward directed at all masses. In contrast, the expected inhomogeneous particle density distributions produced by the Gaussian beam allow from strong off-normal emissions, especially for particles with high masses.

4. Summary and Applications

Ablation of PTFE under 157-nm yields primarily \((\text{CF}_2)_N\) fragments ranging from 50 amu to 2000 amu. The photochemical bond breaking in PTFE at random point along the main chain gives rise to these fragments.\(^5\) We suggest that the number of chain scission events affects the size of the fragments; massive fragments are produced when there are fewer chain scission events and lighter fragments when there are many chain scissions. The broad range of emitted masses during 157-nm ablation of PTFE is unique and unlike laser ablation for other materials where the ablation products are made up of only a few masses.

The presence of light and heavy fragments in emitted fragments during ablation gives rise to some unique and unusual behavior in the way it expands. We have shown in this article that heavy fragments are emitted away from the surface normal, almost parallel to the surface. We propose that this behavior is due to pressure gradients created within the cloud of emitted fragments due to which heavy fragments are accelerated away from the surface normal. These pressure gradients arise due to the Gaussian beam profile of the \(\text{F}_2\) excimer laser. The higher density of photons in the center of the laser spot would result in many chain scission events in this region and therefore produce lighter mass fragments. Conversely, fragment size increases as we move away from the center of the laser spot. The gradient in the intensity of the beam is more pronounced along the shorter dimension of the laser spot and with more fragments in the
center than at the edges this creates a pressure gradient along this direction resulting in heavier fragment being pushed off to the sides along this direction.

2-dimensional hydrodynamic calculations of plumes with two components (high pressure light fragments and low pressure heavy fragments) support our contention. From our calculations we have found that a separation in space of the two components is required for this kind of behavior. The separation gives rise to a pressure gradient which in turn provides the forces required to accelerate the heavy particle away from the normal and almost parallel to the surface. Our calculations also show that when there is no separation of the heavy and light fragments and we have a homogeneous mixture of the two in the emitted fragments, this behavior is not observed. This is again consistent with what we observe experimentally when we used a uniform laser beam. These calculations also reveal that by creating the above conditions in the plume one can obtain high quality uniform thin-films of PTFE over large areas. Also, as we have shown off-normal deposition (as opposed to the conventional on-normal deposition) also might be attractive for pulsed laser deposition applications.
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CHAPTER SIX

Transient absorption in CaF$_2$ under 157-nm laser irradiation

Sharon R. George, S. C. Langford and J. T. Dickinson

Abstract

We report transient changes in VUV and UV transmission in single crystal calcium fluoride during intermittent exposure to 157-nm excimer laser radiation at fluences near 1 J/cm$^2$. The amplitudes of the transient changes peak near 153 nm, 220 nm and 375 nm. We attribute these changes to the production and decay of the substitutional hydrogen ion (H$_s^-$), interstitial (anti-site) Ca$^+$, and the F-center in CaF$_2$. 157-nm excimer radiation also produces persistent coloration in the crystal at 160, 375, and 560 nm. Persistent absorption at 560 nm is due to metallic calcium nanoparticles that form under the conditions of this work. The persistent darkening at 160 nm and 550 nm are related, implying that the 160 nm absorption is also due to metallic calcium nanoparticles. This would be a manifestation of the VUV surface plasmon peak in metallic calcium. The possible use of transient VUV and UV transmission measurements as a probe of hydrogen and lattice disorder are discussed.
1. Introduction

CaF$_2$ is an ionic crystal with a band gap of 11.8 eV. This wide band gap contributes to the damage resistance of this material, which is much greater than fused silica at wavelengths less than 200 nm. That said, the optical properties of CaF$_2$ can be degraded by two-photon process at 157 nm that generate defects, including vacancy-interstitial pairs. F-center aggregation can lead to the production of metallic Ca nanoparticles.\(^1\) On occasion, transient absorption features have been observed during 157-nm\(^1\) and 193-nm\(^2\) excimer laser radiation.

In previous work, we have reported measurements of transient changes in transmission due to the production and decay of defects produced by femtosecond laser radiation in the alkali halides and soda lime glass.\(^3\)-\(^5\)

In this work, we report transient VUV and UV transmission measurements during 157-nm irradiation in CaF$_2$ with absorption peaks at 153 nm, 220 nm and 375 nm. The absorption near 153-nm is consistent with absorption due to the substitutional hydride ion, H$_s^-$\(^-\). Consistent with this identification, this absorption is strengthened by high temperature annealing in hydrogen gas. We attribute the absorption near 220 nm to the interstitial (anti-site) Ca\(^+\) ion (Ca\(^{1+}\)), and the absorption near 375 nm to the F-center. Absorption at these wavelengths gradually increases during 157-nm irradiation at fluences above 1 J/cm\(^2\). When irradiation is terminated, the absorption gradually disappears. However subsequent irradiation quickly restores the absorption to its previous maximum value.

We propose that charge transfer to and from substitutional H$_s^-$ and Ca\(^{1+}\) centers can rapidly change the absorption intensities at 153 and 220 nm. This charge transfer is facilitated in the presence of ionizable electron traps, including the F and M centers, which are produce during 157-nm irradiation. The growth of absorption during irradiation is reasonably described by assuming that absorbing centers are produced at a constant rate during irradiation, and that they are destroyed by recombination processes both during and after irradiation. For the F-center
we propose that aggregation of F-centers to form M-centers leads to loss of absorption at 375 nm and the dissociation of the M-center when irradiation is restored re-induces absorption.

We also see persistent changes in the absorption spectrum due to 157-nm irradiation at 160 nm and 560 nm which we attribute to formation of Ca nanoparticles or colloids as they are sometimes called. These particles are formed due to aggregation of F-centers that result in Ca rich regions in the crystal and leads to the formation of Ca nonopaticles. The transient absorption features are superimposed on these permanent changes in transmission.

2. Experiment

VUV grade CaF$_2$ from Korth Kristalle GmbH was cleaved in air along the (111) plane into 1-mm thick, 1-cm diameter disks. The samples were used either as cleaved or after polishing in methanol with 5 µm SiC abrasive. Some cleaved samples were also annealed in H$_2$, O$_2$, or air at 500 °C for 2 hrs. Experiments were carried out at pressures less than 1 × 10$^{-6}$ Pa. Twenty nanosecond pulses of 157-nm radiation were provided by a Lambda Physik LPF 200 F$_2$ excimer laser. Unless otherwise mentioned the laser was operated at a repetition rate of 10 Hz.

VUV spectra were obtained using a 302 McPherson UHV VUV spectrophotometer equipped with a Hamamatsu deuterium lamp. Transmission at a given wavelength was monitored as a function of time by setting the spectrophotometer to pass a fixed range (~ 2 nm of wavelengths) and monitoring the output with photomultiplier tube.

3. Results

**Persistent transmission changes during irradiation.** During prolonged exposure to 157-nm excimer laser radiation, the VUV and UV transmission of CaF$_2$ gradually drops over a wide range of wavelengths, as shown for cleaved CaF$_2$ at 157 nm in Fig. 1. The transmission was monitored once per second during exposure at a fluence of 2.1 J/cm$^2$ per pulse at pulse
repetition rate of 10 Hz. The transmission at 157 nm falls in a near-linear fashion over the entire 10,800 pulse duration of exposure. Under these conditions, the transmission will continue to fall in a linear fashion, at constant slope, even after 100,000 pulses of continuous irradiation. Measurements at other fluences show that the slope of the linear drop increases in a nonlinear fashion with fluence. When laser exposure is terminated, the transmission partially recovers.

![Graph showing transmission over time with laser on and off](image)

Fig. 1. Transmission of CaF₂ at 153 nm, measured once per second during 157 nm irradiation at 10 Hz and a fluence of 2.2 J/cm².

The UV VIS absorption spectrum of CaF₂ after exposure to about 100,000 pulses at 2.1 J/cm² is shown in Fig. 2, along with the spectrum acquired in an unexposed region of the same sample. The apparent absorption edge near 120 nm in both spectra is not due to the band edge, which is expected near 103 nm. The broad peak centered near 560 nm is attributed to calcium metal nanoparticles.⁶⁻⁸ The shoulder on the short wavelength side of this peak, near 375 nm, is attributed to F-centers. We attribute most of the absorption in the unexposed region to Rayleigh scattering from surface irregularities, which scales as λ⁻⁴. When this spectrum is subtracted from the spectrum of the colored material, a major feature appears near 160 nm in the VUV (shown in the inset).

To our knowledge, all the previously reported CaF₂ absorption features in the VUV region are attributed to impurities. Although the Hs⁻ center absorbs in this regions, we show
below that this absorption saturates during prolonged exposure. In contrast, the intensity of the persistent feature at 160 nm grows continuously throughout the longest exposures employed in this work. We cannot attribute the persistent 160-nm absorption to $H_3^-$ centers.

![Graph](image)

Fig. 2. (a) VUV absorption spectra of cleaved, unirradiated CaF$_2$ after exposure to about 100,000, 157-nm laser pulses at a fluence of 2.1 J/cm$^2$. The difference between the two spectra is shown in the inset. (b) UV-VIS absorption spectrum of a different cleaved CaF$_2$ also exposed to about 100,000 pulses of 157-nm excimer laser radiation at 2.1 J/cm$^2$ per pulse.

In previous work, we predicted that metallic calcium nanoparticles absorb in the 120-200 nm region due to the presence of a VUV surface plasmon.$^9$ Calcium metal is unusual in that it displays two bulk and two surface plasmons.$^{10}$ Mie scattering associated with the other plasmon (near 560 nm) has been relatively well characterized.$^{6,8,11-15}$ The absorption peak of calcium
nanoparticles with radii of about 6 nm is expected near 560 nm. As the colloid radii grow, the absorption shifts to longer wavelengths.

If the absorption at 160 nm is due to calcium nanoparticles, the transmission at 160 nm and 560 nm will behave in the same way during prolonged 157-nm exposure. Unfortunately, the intensity of our D$_2$ lamp is insufficient for measurements at 560 nm. Transmission measurements were performed at the nearby wavelength of 490 nm. Figures 3(a) and 3(b) compare the transmissions at 153 and 490 nm during prolonged irradiation. The transmission at both wavelengths drops linearly with fluence. Significantly, the recovery of transmission at 490 nm when the laser is turned off is very small, consistent with absorption due to scattering due to nanoparticles, as opposed to less stable defects, including F-centers. The transmission at 490 nm wavelength appears to be a suitable proxy for transmission at 560 nm as a probe of the colloid density.

Fig. 3. (a) Transmission of cleaved CaF$_2$ at 153 nm and (c) 490 nm during a 12,000 pulse exposure at the same fluence.
The absorption spectra of Fig. 2 leads us to expect similar transmission drops at each wavelength, and this is observed—if the recovered portion of transmission drop is removed from the trend at 153 nm. The persistent portion of the transmission drop at 153 nm is indicated by the dark line in Fig. 3(a). The continuous drop in transmission shows the same trend at both wavelengths. We therefore suggest that persistent absorption around 153 nm is due to Mie scattering from calcium metal nanoparticles associated with the VUV surface plasmon. On close inspection of the two curves, the percentage drop in transmission over 10,800 pulses is roughly the same at both wavelengths—this is a coincidence as we do not expect the same amount of absorption due to the two plasmons.

The VUV and UV-VIS spectra of Figs. 2(a) and 2(b) display significant differences in the region of overlapping wavelengths. In the UV-VIS spectrum, the absorption increases markedly between 300 and 450 nm; while in the VUV spectrum, the absorption in this region is relatively flat. This suggests that the colloid sizes and/or densities are significantly lower during the acquisition of the VUV spectrum. Interestingly, Bennewitz et al. found that nanoparticles produced by exposing CaF$_2$ to 2.0-2.5 keV electrons grow significantly after exposure stops and shrink reversibly when electron exposure is resumed.$^{16}$ This effect was attributed to the absorption of electrons by the nanoparticles,$^{16}$ which promotes fluorine transport into the nanoparticles and reduces their size.

We have shown that low-fluence F$_2$ excimer laser radiation has a similar effect on nanoparticles produced by electron irradiation.$^{9}$ Exposing material colored by 2 keV electrons to 10 mJ/cm$^2$ pulses of 157-nm radiation at 20 Hz (average flux at sample 200 mW/cm$^2$) for 30 minutes reduces the colloid absorption at 532 nm by almost half. This treatment presumably heats nanoparticles by absorption into the VUV surface plasmon band, resulting in shrinkage. During the acquisition of the VUV spectrum in Fig. 2, the sample was continuously exposed to VUV radiation from the D$_2$ lamp, including radiation into the 160-nm band. This may have been sufficient to shrink or suppress colloid growth. We show
**Transient changes in transmission.** Along with these persistent changes we also observe transient changes in absorption. Figure 4(a) shows transmission measurements for a cleaved, previously unexposed, sample at 153 nm. The sample was exposed to 2.1 J/cm$^2$ pulses at a pulse repetition rate of 10 Hz. Three minute periods of 157-nm exposure were alternated with three minute periods without exposure. Again, the transmission was monitored at one-second intervals. The transmission drops when the laser is turned on and partially recovers when it is turned off. These transient changes are superimposed on a steadily decreasing, persistent drop. As noted above, we attribute the persistent drop in transmission at 153 nm to absorption into the VUV calcium metal colloid band near 160 nm. Below, we focus on the transient portion of the transmission drop—the part that recovers after laser exposure.

The amplitude of the transient transmission drop accompanying the resumption of laser exposure at 153 nm starts small and increases until it reaches a steady state. Under these conditions, the amplitudes of the drop and recoveries become fairly consistent after total exposures of about 12,000 pulses. The inset in Fig. 4(a) shows a superposition of two transmission signals acquired during laser on-off cycles—one starting after a total exposure of about 14000 pulses and the other starting 5,000 pulses later. To remove the effect of persistent transmission change, the signals have been displaced vertically. The strong overlap indicates that the transient changes during laser on/off cycles are quite consistent from one cycle to the next. The total exposure required to attain cycle-to-cycle consistency decreases as the fluence increases.

To characterize the transient changes, we measure three transmission values associated with a laser on/off cycle as shown in Fig. 4(b). We refer to the transmission immediately prior to the onset of exposure as the initial transmission, $T_i$. We designate the transmission value immediately after the fast drop accompanying the onset of exposure as the re-induced transmission, $T_{RA}$; this fast drop is usually spread over about forty pulses, or four seconds at a pulse repetition rate of 10 Hz. After the fast drop, the transmission continues to drop slowly—but this gradual change contributes mainly to the persistent changes described above. The
transmission immediately before laser exposure is terminated is designed the final transmission, $T_f$. Finally, the transmission partially recovers over a time $\Delta t$ to the recovered value of transmission, $T_r$. At 153 and 220 nm this recovery is virtually complete after $\Delta t = 180$ s. Given sufficient exposures, the differences $T_i - T_{RA}$ and $T_r - T_f$ measured at 153 and 220 nm are reproducible from cycle to cycle.

Fig. 4. (a) Changes in transmission at 153 nm measured once per second while cycling the laser on and off at a fluence of 2.1 J/cm$^2$. In the inset, two transmission cycles are superimposed by shifting them both to the same initial intensity: one starting after a total exposure of about 14,000 pulses and the other starting 5,000 pulses later. (b) Three laser on-laser off cycles at the same fluence and repetition rate and defines four parameters used to characterize the transient changes: $T_i$ is the transmission immediately prior to the onset of an exposure cycle, $T_{RA}$ is the transmission immediately after the fast initial drop, $T_F$ is the transmission at the end of an exposure cycle, and $T_r$ is the transmission after time $\Delta t$, when recovery is virtually complete.
Figure 5 shows a plot of $T_i - T_{RA}$ values measured at a fluence of 2 J/cm$^2$. Measurements were made at 2-5 nm intervals between 120 and 450 nm. The transient absorption peaks near three wavelengths: 153, 220, and 375 nm. As shown in the inset, the spectrum defined by plotting $T_r - T_f$ versus wavelength shows very similar features. This is consistent with the expectation that $T_i - T_{RA}$ is proportional to $T_r - T_f$ for reproducible transient absorption features.

The peak near 153 nm is consistent with the $H_s^-$ center absorption, reported at 161 nm by Beaumont et al.$^{17}$ All CaF$_2$ crystals contain trace amounts of hydrogen, but the low concentration is hard in detect spectroscopically. The $H_s^-$ center an H$^-$ ion that occupies an F$^-$ ion site in the CaF$_2$ lattice. Bessent et al. suggest that the neutral analog of the $H_s^-$ center occupies an interstitial site at room temperature, an $\text{H}_1^0$ center.$^{18}$ Since we do not observe $H_s^-$ absorption in as-received samples, hydrogen presumably occupies interstitial sites prior to irradiation. Thus the initial formation of $H_s^-$ centers may involve the production of fluorine vacancies i.e. F-center. Hydrogen then moves into these vacancies and traps an electron then becomes $H_s^-$. This would also explain the increase in the magnitude of the transient absorption
at 153-nm with prolonged irradiation. (We show later that the transient $H_s^-$ center absorption is related to the F-center formation). It is likely that subsequent charge transport to and from these hydrogen atoms is accompanied by the motion of the hydrogen atom between interstitial and substitutional sites. The hydrogen hopping motion can be rapid on time scales of minutes. $^{18}$

We propose that the transient transmission changes are due to the reactions:

$$H_i^0 + e^- \rightarrow H_s^-$$ \hspace{1cm} (1a)

$$H_s^- + h^+ \rightarrow H_i^0$$ \hspace{1cm} (1b)

The principal hole center in CaF$_2$ is the V$_k$ center—essentially a F$_2^-$ molecular ion associated with a fluorine vacancy. V$_k$ centers are mobile at temperatures above 173 K, $^{19}$ and can be stabilized at higher temperatures by impurities.

The transient absorption near 220 nm is consistent with the Ca$^+$ ion at an interstitial site (Ca$_I^+$ defect), reported by Massner and Smakula. $^{20}$ The Ca$^{2+}$ interstitial is a disorder-related defect; if this defect traps an electron, it becomes a Ca$_I^+$ defect that absorbs near 220 nm. The formation energy of a Ca$^{2+}$ interstitial/vacancy pair is expected to be about 7.5 eV $^{21,22}$—much higher than the energy required to form the F$^-$ interstitial pair (2.7 eV). We believe that calcium interstitial defects are present in the crystal as grown, and that the transient transmission changes are produced by charge transfer only. The increase in the transient absorption during the early stages of irradiation is presumably due to the increase in electron traps like F-centers with continued irradiation. We attribute the transmission recovery during the off portion of a laser on/off cycle to hole trapping at a Ca$_I^+$ center to form non-absorbing Ca$_I^{2+}$ center. The proposed reactions responsible for the transient transmission signals observed at 200 nm are:

$$Ca_{I}^{2+} + e^- \rightarrow Ca_{I}^+ \quad \text{and} \quad (1a)$$

$$Ca_{I}^+ + h^+ \rightarrow Ca_{I}^{2+} \quad . \quad (1b)$$
The peak at 375 nm is consistent with absorption due to the F-center, which corresponds to an electron trapped in a fluorine vacancy. F-center formation at 157-nm occurs by a two-photon process via the formation of F-H pairs. The recovery of transmission at 153 nm can take place by two processes: recombination with fluorine interstitials and aggregation with other F-centers and F-center aggregates. F-centers are mobile at room temperature and readily aggregate. In the limit of large aggregates, the latter process produces the nanoparticles responsible for much of the persistent transmission change at this wavelength.

To compare the transient absorption features at 153 nm, 220 nm and 375 nm, we plot transmission signals acquired at a fluence of 2.3 J/cm² in Fig. 6. These signals were acquired after a 12,000 pulse exposure to ensure reproducible changes. The change is largest at 153 nm (about 2 %), weakest at 220 nm (less than 1 %), and intermediate at 375 nm (about 1.5%). The kinetics of the transmission changes at 153 and 220 nm are quite similar, and contrast markedly with the kinetics of the transmission changes at 375 nm. In the recovery stage, transmission reaches about 70% of the value before exposure in 180 s at 153 and 220 nm [Figs. 6(a) and 6(b)]. At 375 nm, this degree of recovery requires about 600 s [Fig. 6(c)]. [Note the longer time scale in Fig. 6(c).]

Transmission measurements at lower pulse repetition rates (e.g., 1 Hz) yield very similar signals after comparable total exposures (number of pulses). Therefore, these transmission signals are not affected by possible cumulative heating during prolonged exposure.

Similar to the changes observed at 153 nm (Fig 4(a)) the drop and recovery saturates after a certain amount of irradiation at 220 nm but at 375 nm, even over 50000 pulses no such saturation was observed. This suggests that as we create more defects that absorb at this wavelength, the greater the changes observed when irradiation is turned on and turned off.
Fig. 6. Transmission signals at (a) 153 nm, (b) 220 nm, and (c) 375 nm during a laser on/off cycle at a fluence of 2.3 J/cm$^2$. The arrows pointing down indicate when the laser was turned on and the arrows pointing up indicate when the laser was turned off.

**Transient absorption at 153 nm.** Additional evidence for the role of impurity hydrogen in the transient absorption at 153 nm was provided by comparing the transient signals from polished samples annealed in hydrogen, in air, and in oxygen. The annealing treatments were performed at 500 °C for two hours. Figure 7 shows the transmission drop for each sample at a fluence of 1.8 J/cm$^2$, where the signals have been translated vertically to the same initial transmission value. In each case, the samples were exposed to 18,000 pulses before acquiring...
the transient signals. The largest transmission drop is observed for the sample annealed in H$_2$, consistent with absorption by a hydrogen-related defect. The smallest transmission drops were observed for the sample annealed in O$_2$ and the sample tested immediately after polishing. An intermediate transmission drop was observed for the sample annealed in air—possibly due to hydrogen produced by the dissociative absorption of airborne water. These treatments had no measurable effect on transient absorption at 220 nm. The hydrogen anneal did increase the transient absorption at 375-nm somewhat, consistent with the enhanced rates of F-center production observed by Bessent et al. during x-irradiation of CaF$_2$ annealed in hydrogen.$^{18}$

![Transmission signals acquired during a laser on/off cycle at a fluence of 1.8 J/cm$^2$ for four CaF$_2$ samples annealed at 500° C for 2 h in the indicated atmospheres.](image)

We note that samples annealed in hydrogen at 500 °C for two hours showed no VUV absorption at 153 nm prior to exposure to F$_2$ laser radiation. However, samples annealed at a somewhat higher temperature (700 °C for 2 hours—data not shown) do show an absorption peak at 153 nm. The appearance of transient transmission changes at 153 nm in samples that have not been annealed in hydrogen indicates that the transient measures are a significantly more sensitive probe of hydrogen in the CaF$_2$ lattice than simple VUV spectroscopy. This may be due to the incorporation of hydrogen in H$_1^0$ as well as H$_3^-$ centers.
Growth of transient amplitude at 153 nm and 220 nm. As noted above, the amplitude of the transient absorption drop ($T_i - T_{RA}$) at 153 nm starts small and reaches a steady state value after sufficient 157-nm exposure. This is shown explicitly in Figs. 8(a) and 8(b), where the amplitudes of the transient absorption changes at 153 and 220 nm are plotted as a function of laser exposure at 2.1 J/cm$^2$. The transient transmission amplitudes at these two wavelengths grow over the first 15 min, which corresponds to about 9000 laser pulses, and subsequently plateau.

Fig. 8. Transmission change amplitudes ($T_i - T_{RD}$) at (a) 153 nm and (b) 220 nm as a function of laser exposure at a fluence of 2.1 J/cm$^2$. (c) Transmission at 375 nm ($T_f$) plotted as a function of exposure under the same conditions.
The transient transmission signals are very small in the early stages of irradiation. At the onset of irradiation, the production of free electrons by the laser (mostly by two-photon excitations across the band gaps) is insufficient to generate significant $H_s^-$ and $Ca^{1+}$ densities from their respective precursor defects. In the early stages of irradiations, the production of free electrons requires two-photon excitations across the band gap.

Much higher free electron densities in the presence of ionizable electron traps, such as F-centers and F-center aggregates. F-centers, and M-centers are readily ionized by single 7.9 eV photons.\textsuperscript{25,26} Although other defects (principally nanoparticles) contribute to the transmission at 375-nm, the amplitude of the transmission change at this wavelength provides a crude indication of how the F-center densities evolve with time during prolonged irradiation. The persistent transmission change [plotted as an absorption, $(1 - T_f)$] at 375 nm as a function of exposure is shown in Fig. 8(c), also at 2.1 J/cm\textsuperscript{2}. As expected, the initial F-center densities are low—consistent with a low density readily ionizable electron traps at the onset of exposure.

In contrast with the transmission changes at 153 and 220 nm, the transmission at 375 nm decreases in a linear fashion throughout the longest exposures employed in this work. This suggests that the density of ionizable electron traps increases in a similar fashion. If so, the plateau in the transient absorption signals in Figs. 8(a) and 8(b) is not due to a shortage of free electrons, but due to the limited densities of $H_s^-$ and $Ca^{1+}$ precursor defects. After about 9000 laser pulses, we appear to be converting nearly all the precursor defects to absorbing $H_s^-$ and $Ca^{1+}$ defects.

**Effect of 157-nm radiation on transmission recovery at 375 nm.** The transmission signals in the F-center band (375 nm) are significantly affected by the history of exposure. The gray curve in Fig. 9 shows a transmission signal during a typical laser on/off cycle at a fluence of 2 J/cm\textsuperscript{2}. This signal is comparable to the signal of Fig. 6(c), acquired at 2.3 J/cm\textsuperscript{2}. The dark curve shows a comparable signal where, instead of turning the laser off at time $t = 200$ s, the laser fluence was reduced to 0.8 J/cm\textsuperscript{2}. The presence of the low fluence, 157-nm radiation for times $t > 200$s has greatly accelerated the transmission recovery. Further more we found that in
absence of the probe beam the recovery is slower than with the probe beam. The Deuterium lamp has an intense line at 160 nm and so it appears that absorption close to 160 nm enhances the recovery process.

Fig. 9. Transmission signals acquired at 375 nm for a cleaved sample at an initial fluence of 2 J/cm². The dark curve shows the normal transmission response when the laser is turned off at time $t = 200$ s. The gray curve shows the transmission response to a simple reduction in laser fluence to 0.8 J/cm² at time $t = 200$ s. Recovery is much faster when the laser fluence is reduced, as opposed to being turned completely off.

In a study of F-center aggregation in CaF₂, Kotomin et al. have suggested that the activation energy for F-center diffusion can be reduced by electronic excitations. Their results were consistent with an activation energy for diffusion of 0.7 eV without excitation, and 0.4 eV with excitation. Mobile F-centers can aggregate with other F-centers to form a variety of aggregate centers. They can also recombine with interstitial fluorine. Both processes would destroy F-centers and increase transmission at 375 nm. Both processes would proceed more rapidly if the activation energy for F-center diffusion drops significantly. When the laser fluence is reduced, the rate of F-center production drops markedly, but the F-center mobility may remain high. The balance between defect creation and annihilation shifts dramatically when the laser fluence is lowered from 2 to 0.8 J/cm², in favor of rapid annihilation. The same but smaller
effect is also observed with just the probe beam which is not as intense as the laser but also contains a line at 160 nm.

**Models for transmission changes at 153 nm and 220 nm.** To model the transient transmission changes at 153 and 220 nm, we proposed that absorbing $H_s^-$ and $Ca_{I}^{1+}$ interstitial color centers are produced when free electrons produced by the laser are captured at precursor sites. For the sake of definiteness, we propose that these precursor sites are neutral, substitutional hydrogen, $H_s^0$, and interstitial $Ca_{I}^{2+}$, respectively. The transmission recovers when the absorbing centers loose their electrons, probably by trapping holes released from hole traps after the laser is turned off.

During laser exposure, electron and hole trapping (color center creation and annihilation) operate in parallel. When the laser is turned off, free electrons are no longer generated, and hole trapping (color center annihilation) dominates. We focus first on the simpler, second case, with the laser off, where only one process (color center annihilation) operates. Both $H_s^-$ and $Ca_{I}^{1+}$ center are destroyed by hole capture. These reactions are special cases of bimolecular annihilation, which take the from $A + B \rightarrow 0$. For $H_s^-$ annihilation, we identify $A$ with the $H_s^-$ center, $B$ with the hole, $h^+$, and 0 with the inert defect $H_I^0$. The annihilation of the $Ca_{I}^{1+}$ is described similarly.

The kinetics of bimolecular annihilation can be modeled using rate equations. We assume the annihilation rate is proportion to the product of the participating defect densities.

$$\frac{d[H_s^-(t)]}{dt} = -C[H_s^-(t)][h^+(t)]$$  \hspace{1cm} (3)

where $C$ is a rate constant. When hole transport can be described in terms of a random walk between metastable trapping sites, $C$ can be interpreted as the number of sites visited by the hole per unit time.$^{28}$
To solve Eq. (3) we need to express $[h^+]$ in terms of $[H_s^-]$. Models incorporating the assumption that the density of mobile holes is much greater than the density of $H_s^-$ centers were found to describe the data, but the resulting best-fit parameters were consistent with nearly equal densities ($[h^+] \approx [H_s^-]$). In the work below, we explicitly assume that the densities are equal. Letting $A = [h^+] = [H_s^-]$, Eq. (3) becomes

$$\frac{dA(t)}{dt} = -CA(t)^2$$

(4)

Equation (4) has solutions of the form

$$A(t) = \frac{A_0}{(1 + CA_0 t)}$$

(5)

where $A_0 = [H_s^-]_{t=0}$ is the initial $H_s^-$ center concentration—that is, the concentration immediately before the laser is turned off. Our transient transmission changes are small (usually less than 2%), so the transmission change due to $H_s^-$ will be proportional to $[H_s^-]$ to a good approximation. The transient change at 153 nm then becomes:

$$T(t) = T_r - \alpha A(t) = T_r - \frac{\alpha A_0}{(1 + CA_0 t)}$$

(6)

where $\alpha$ is the constant of proportionality and $T_r$ is the transmission in the long time limit. The same equation applies to transient transmission signal at 220 nm after replacing the $H_s^-$ center densities with Ca$_{1+}$ densities.

Figure. 10 shows transmission signals at 153-nm and 220-nm during the recovery stage (with the laser off), along with fits of Eq. (6). Here $t = 0$ corresponds to the onset of recovery, when the F$_2$ laser beam is blocked. The model provides a good description for both signals.
This is consistent with a bimolecular annihilation reaction that destroys the absorption when a hole is captured by an H$_{\sigma}^-$ center or a Ca$^{1+}$ interstitial. Both initial defect densities increase with fluence, as expected. Conversely, rate constant $C$ is independent of fluence, consistent with rate-limited transport of holes to the annihilation sites.

![Graphs showing transmission signals during recovery stage of a laser on/off cycle at 153 nm and 220 nm.](image)

Fig. 10. Transmission signals plotted during the recovery stage of a laser on/off cycle at (a) 153 nm and (b) 220 nm. The lines show fits of Eq. (8) to the data.

To model the transmission drop at the onset of laser exposure, we add a source term to the rate equation to account for defect production. The simplest assumption is to assume that color centers are produced at a constant rate (that should depend on laser fluence). Since our curve fit results suggested that the color center and hole densities were nearly equal during transmission recovery, we will assume this holds during the transient transmission drop as well. We also assume that the defect densities do not change dramatically between laser pulses, so that
we can replace the instantaneous defect density with an average. The rate equation then becomes:

$$\frac{dA(t)}{dt} = S - CA(t)^2$$

(7)

where $S$ is the average rate of defect production when the laser is on. This equation has solution:

$$A(t) = \sqrt{\frac{S}{C}} \tanh \left( \sqrt{SC} t \right)$$

(8)

and corresponding transmission signal is

$$T(t) = 1 - \alpha A(t) = 1 - \alpha \sqrt{S} \tanh \left( \sqrt{SC} t \right)$$

(9)

Equation (9) provides a good description of the transmission drops at 153 and 220 nm at modest fluences and short times. However, at the high fluence of the fluence range employed, the 153 nm signal displays a noticeable, persistent change in transmission during single laser on/off cycles. These are not described by Eq. (9). For the sake of completeness, we found that the transmission drop under these conditions could be modeled by a simple linear transmission drop that applied whenever the laser was on. This is consistent with the linear drop in transmission at 153 nm observed during prolonged irradiation, as Fig. 1. Most of this drop is persistent, not transient, and is likely due to VUV absorption by nanoparticles. The full model then becomes:

$$T(t) = 1 - mt - \alpha \sqrt{S} \tanh \left( \sqrt{SC} t \right)$$

(10)

where $m$ is the rate at which transmission drops due to colloid production.
Log-log plots of transmission signals at 153 and 220 nm during the laser on stage of a laser on/off cycle are shown in Figure 11. This data was acquired at a fluence of 2.2 J/cm² and a pulse repetition rate of 10 Hz. The parameter $C$ (recombination rate) is independent of fluence for both signals, consistent with transport limited defect annihilation. If transport were thermally activated, and if the sample temperature were significantly changed by laser exposure, we would expect $C$ to vary with fluence. This is not observed.

Reactions (1a) and (1b) require electrons. As reported above, we believe these electrons are supplied by the ionization of F- and F-aggregate centers, and not two-photon excitations across the band gap. The amplitude of the transmission drops at 153 and 220 nm are plotted in the insets of Fig. 12. Although the data are noisy, the magnitude of the transmissions drops are almost proportional to fluence at both wavelengths. This is consistent with the electron production by the single photon ionization of F- and F-aggregate centers.
Fig. 11. Transmission signals during the transmission drop stage of a laser on/off cycle at (a) 153 nm and (b) 220 nm. The dark lines show fits of Eq. (11) to the data. The fluence dependence of the magnitude of the fast drops [(\(T_i - T_{RD}\)), where \(T_{RD}\) is measured after the first 30 laser pulses] are shown in the insets.

**Model for transmission changes at 375 nm.** F-centers in intrinsic CaF\(_2\) are produced by the nonradiative decay of excitations produced when a free electron is captured by a self-trapped hole. These excitations are produced by two-photon excitations across the band gap. To form an F-center, a neutral fluorine atom moves from a lattice site to a distant interstitial site. Fluorine interstitials are immobile at room-temperature. As noted above, F-centers have limited mobility at room temperature; ionized F-centers appear to be much more mobile. Thus F-centers can be produced by two photon excitations across the band gap, and can be destroyed by vacancy-interstitial recombination when a diffusing F-center encounters an interstitial.
F-centers readily aggregate to form more complex defects. The simplest of these is the M-center—an F-center pair. In the limit of large aggregates, the fluorine vacancies donate their electrons to form metallic calcium metal. This process is possible in part because the molar volume of calcium metal is similar to the molar volume of calcium ions in CaF$_2$. Thus there are two processes which can consume F-centers: recombination at interstitials and aggregation with other F-centers to form F-center aggregates. Both annihilations reactions are second order in the F-center density, and Eq. (7) applies.

Figure 12(a) shows data acquired during the recovery stage of the transient transmission signal at 375 nm on a log-log plot, along with a least squares fit of Eq. (7) to the data. The fit is good, and the value of $C$ is independent of the transmission value immediately before the laser was turned off ($T_f$ above). When Eq. (7) is used to fit the much faster recovery observed when the fluence is merely reduced in Fig. 9, the best fit value of $C$ is increased by a factor of about 20—consistent with our hypothesis that low fluence laser radiation increases the defect annihilation rate by increasing the F-center mobility. The fit to the transmission recovery curve in Fig. 10 is not as good as the fit in Fig. 12(a)—possibly because the low fluence (0.8 J/cm$^2$) allowed for some defect production.

If formation of F-center aggregates accounts for transmission recovery we suggest that the fast drop in transmission when irradiation is restored is most likely due to dissociation of these aggregates. Figure 12(b) shows a log-log plot of the transmission drop stage of a transient transmission signal at 375 nm. The dark line is a least squares fit of Eq. (10) to the data. Interestingly, the value of $C$ in Eq. (10) fit the transmission drop stage of the laser on/off cycle (laser on) is about 20 times the value of $C$ in Eq. (7), fit to the transmission recovery stage (laser off). A similar difference was observed for the data of Fig. 10, between the $C$ value for transmission recovery with the laser off and recovery with the laser fluence reduced to 0.8 J/cm$^2$. 
Fig. 12. Transmission signals at 375 nm during the (a) recovery and (b) initial drop stages of a laser on/off cycle. The lines show fits of Eq. (8) [in (a)] and Eq. (11) [in (b)] to the data. (c) The fluence dependence of the magnitude of the fast drops ($T_i - T_{RD}$), where $T_{RD}$ is measured after the first 30 laser pulses.

Fig 12(c) shows the amplitude of the transmission drop during the laser-on portion of a laser on/off cycle as a function of fluence. The slope of the line is about 2 and suggests a two-photon process. This is inconsistent with charge transfer reactions like those responsible for the transient absorptions at 153 and 220 nm. Heating of the sample during irradiation can be non-
linear and if thermal dissociation of F-center aggregates is the process by which the fast drop in transmission is produced then one would expect a non-linear fluence dependence.

4. Discussion

We observe both persistent and transient changes in transmission during 157-nm irradiation of CaF₂. In previous work, we observed transient changes in the transmission of 157-nm laser radiation when the 157-nm intensity was cycled from low values to about 8 J/cm² and back again. At the highest fluences, the transmission change approached 50%. This is well above the 2% transient changes observed at 153 nm associated with the H₅⁻ defect. The previously reported, large transmission changes at high fluences almost certainly due to the growth and bleaching of the colloid absorption near 160 nm; in the work above, this appears as a persistent, rather than transient change. At the high fluences used in previous work (up to 8 J/cm²), 157 nm irradiation would locally heat the largest nanoparticles and promote fluorine diffusion to the fluorine-free colloid material. This process would be facilitated by the mobility of ionized F-centers, which helps account for the fast transmission recovery at much lower fluences in Fig. 9 above.

Mühlig et al. observed transient transmission changes of about 2% at 193 nm during 193-nm irradiation at fluences less than 10 mJ/cm². These changes took place over tens of thousands of pulses, and were fully recoverable. No persistent transmission change was observed. The only transmission changes we observe in this region correspond to the tail of the colloid band near 160 nm in Fig. 2(a). That said, it is not clear that any of the transmission changes we observe could be responsible for the transient change reported by Mühlig et al.

In some contexts, the transient transmission changes described above are more sensitive to some defects than other optical methods. For instance, we observe transient transmission changes at 153 nm attributed to the H₅⁻ center in CaF₂ [Fig. 6(a)] that had not been intentionally treated to introduce hydrogen. VUV spectra of these same samples show no clear features in this
region, either before or after prolonged exposure to 157 nm laser radiation [Fig. 2(a)]. We conclude that most of the hydrogen in our calcium fluoride initially does not form H$_s^-$ centers. In CaF$_2$ doped with trivalent rare earths, for instance, negative hydrogen ions can occupy other lattice positions that do not absorb at 153 nm. When nominally pure CaF$_2$ is exposed to 10,000, 157-nm pulses at fluences above 1 J/cm$^2$, much of this hydrogen is apparently converted to H$_s^-$ centers which are readily detected in the transient VUV absorption.

The F-centers formed during 157-nm exposure at the relative high fluences employed for the transient transmission measurements reported above are probably necessary for the detection of the H$_s^-$ and Ca$_{1+}$ transient transmission signals at 153 and 220 nm, respectively. The VUV detection of hydrogen and interstitial calcium may prove useful for material used in applications where these defects are detrimental. For instance, interstitial calcium is an anti-site defect, and probes the lattice order of the crystalline material. Given the F-center densities required to observe the signals, transmission measurements would count as destructive testing in many cases.

5. Conclusions

In this study we have presented evidence of transient VUV and UV absorption in CaF$_2$ with peaks at 153 nm, 220 nm and 375 nm under 157-nm irradiation and attribute them to the H$_s^-$ center, Ca$_{1+}$ interstitial and the F-center in CaF$_2$. Samples annealed in H$_2$ show an increase in the transient absorption at 153-nm consistent with H impurity being responsible for absorption at this wavelength. All three peaks show a drop of 1-2 % in transmission over 1800 pulses. When irradiation is terminated we observe transmission recovery at all three wavelengths that attain a constant value after approximately 180 sec in the case at 153 nm and 220 nm and over 1200 sec at 375 nm. After this recovery the transmission can be brought down to the previously induced value within a few pulses. This transient absorption is affected by surface treatments suggesting that the surface defects play a role in this absorption. We propose that capture of
holes at $H_s^-$ center and the $Ca^{1+}$ interstitial destroys the absorption at these wavelengths and that trapping of an electron at $H_1^0$ center, $Ca^{2+}$ re-induces absorption. For the F-center we suggest that aggregation of F-centers leads to loss of absorption at 375 nm and the dissociation of F-aggregates when irradiation is restored re-induces absorption. A bimolecular annihilation model provides a good description of the drop and recovery of transmission at all three wavelengths. Irradiation also produces persistent darkening in the crystal at 160, 375, and 560 nm. We show here that the persistent darkening at 160 nm and 550 nm are related and propose that the persistent absorption at 160 is due to the free electron Plasmon of Ca nanoparticles.
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Laser-induced positive ion emission has been observed from fused silica under 157-nm irradiation. These ions often have kinetic energies well in excess of the incident photon energy. The covalent nature of the Si-O bond in silica argues against a purely electrostatic emission mechanism for ion emission. These emissions are attributed to the production of chemical states whose antibonding character is sufficient to yield emission (the Menzel-Gomer-Redhead mechanism). Neutral atoms and molecules (O, Si and SiO) are emitted by defect interactions along the surface; these defects are produced principally by the photo-induced cleavage of strained bonds. Negative ions are produced after the laser pulse by electron attachment to neutral O and Si and SiO.

Quadrupole time- and mass-resolved measurements of neutral particles emitted during the laser ablation of PTFE at 157 nm show intense signals due to \((\text{CF}_2)_N\) fragments, where \(N\) ranges from \(N = 1\) to the upper limit of our mass filter, \(N = 6\). The observation of intense emissions at masses other than the monomer rule out thermally-activated depolymerization of the polymer chain as an important source of material removal. The high kinetic energies (about 0.6 eV) and fluence dependence (typically 1.7\textsuperscript{th} order) of the faster fragments are consistent with emission due to photochemical scission of C-C bonds. These observations provide strong support to previous arguments for the photochemical etching of PTFE at 157 nm.

It was found that fragments greater than our mass spectrometer range (up to 2000 amu) are produced during ablation of PTFE at 157 nm. The broad range of emitted masses during 157-nm ablation of PTFE is unique and unlike laser ablation for other materials and gives rise to some unique and unusual behavior in the way it expands. Heavy fragments are emitted away from the surface normal, almost parallel to the surface. This behavior is due to pressure gradients created within the cloud of emitted fragments due to which heavy fragments are accelerated away from the surface normal. These pressure gradients arise due to the Gaussian
beam profile of the F\textsubscript{2} excimer laser. 2-dimensional hydrodynamic calculations of plumes with two components (high pressure light fragments and low pressure heavy fragments) support this contention. These calculations also reveal that by creating the above conditions in the plume one can obtain high quality uniform thin-films of PTFE over large areas. This study also shows that due to the presence of heavy fragments off-normal deposition might be more efficient in producing high quality PTFE thin than deposition along the surface normal.

Transient VUV and UV absorption was observed in CaF\textsubscript{2} with peaks at 153 nm, 220 nm and 375 nm under 157-nm irradiation and attribute them to the H\textsubscript{s}⁻ center, Ca\textsuperscript{1+} interstitial and the F-center in CaF\textsubscript{2}. Samples annealed in H\textsubscript{2} show an increase in the transient absorption at 153 nm consistent with H impurity being responsible for absorption at this wavelength. All three peaks show a drop of 1-2 % in transmission over 1800 pulses. When irradiation is terminated we observe transmission recovery at all three wavelengths that attain a constant value after approximately 180 sec in the case at 153 nm and 220 nm and over 1200 sec at 375 nm. After this recovery the transmission can be brought down to the previously induced value within a few pulses. This transient absorption is affected by surface treatments suggesting that the surface defects play a role in this absorption.

We propose that the H\textsubscript{s}⁻ center and the Ca\textsuperscript{1+} interstitial exist in the crystal; capture of a hole by these defects destroys the absorption at these wavelengths and that trapping of an electron at these sites re-induces absorption. For the F-center we propose that aggregation of F-centers to form M-centers leads to loss of absorption at 375 nm and the dissociation of the M-center when irradiation is restored re-induces absorption. A bimolecular annihilation model provides a good description of the drop and recovery of transmission at all three wavelengths. Irradiation also produces persistent darkening in the crystal at 160, 375, and 550 nm. We show here that the persistent darkening at 160 nm and 550 nm are related and propose that the persistent absorption at 160 is due to the free electron Plasmon of Ca colloids.