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A SYSTEMATIC APPROACH TO GARBAGE COLLECTION FOR REAL-TIME SYSTEMS

Abstract

by Wei Fu, Ph.D.
Washington State University
August 2007

Chair: Carl Hauser

Garbage collection (GC) is becoming increasingly prevalent within the programming landscape. The use of garbage collection in real-time systems has also gained increasing attention given the major advantages in productivity and safety. Unfortunately, the progress in GC for mainstream applications and languages does not solve the problems of memory management for embedded real-time systems. The fundamental problem is that conventional GC techniques do not provide the timing and memory use predictability that are basic real-time program requirements.

This dissertation presents a systematic approach to real-time garbage collection (RTGC) for real-time systems. Given a real-time system with a bounded workload, the goal is to calibrate the control of RTGC in a systematic and automatic way. We use an approach that separately models (1) the performance of collector operations and (2) the garbage collection load offered by real-time tasks. It allows prediction of system behavior from knowledge of component behavior and environment specifications. This knowledge provides designers tools to use GC in a predictable way.

Three major topics are presented: a system model that outlines the systematic RTGC approach, a GC cost model that guarantees garbage collection activities’ worst-case execution time (WCET), and GC-integrated scheduling and schedulability analysis mechanisms that compute feasible GC execution parameters satisfying real-time timing requirements.
A modified Boehm-Demers-Weiser (BDW) GC implemented in Mono 1.1.16, [96], demonstrates the use of the RTGC approach with a status router real-time application.
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CHAPTER 1

INTRODUCTION

Garbage collection (GC) for memory management (dynamic memory management) is an increasingly prevalent feature of modern programming languages. As programs grow in size and complexity it becomes more and more difficult to correctly manage memory using manual techniques. Automatic garbage collection significantly reduces memory leaks and dangling pointers. The incorporation of GC in recent mainstream programming languages such as Java and C# heralds increasing acceptance of GC as a part of the programming landscape. Unfortunately, the progress in GC for mainstream applications and languages does not solve the problems of memory management for embedded real-time systems. The fundamental problem is that conventional GC techniques do not provide the timing and memory use predictability that are standard real-time program requirements, [79].

In many of today’s real-time systems GC is not needed; they use micro-controllers with little memory and few cycles to spare. Manual, even static, memory management is a good solution. However, the trend in embedded systems is toward use of much faster, larger micro-controllers. Many have 32-bit addressing and hardware memory management capabilities. Prices for these devices are dropping rapidly allowing their use even in low-cost products. Micro-controllers like these invite implementation of much greater functionality in embedded systems. That functionality is accompanied by additional complexity in the software, outstripping the ability of implementors to implement memory management using manual methods.

GC is particularly valuable when programs involve concurrency or exception handling: the
difficulty of maintaining ownership invariants when using manual storage management in these programs often leads programmers to copy data structures which in turn causes poor performance, [17, 18, 60]. Real-time embedded systems often involve complex concurrent interactions with physical processes. Thus, embedded systems could benefit from GC if mechanisms and analysis can be developed to support their real-time requirements.

This dissertation presents a systematic approach toward the automatic GC integration in the real-time embedded systems. The approach to real-time garbage collection (RTGC) is achieved by (1) proposing a RTGC framework, which models the RTGC methods, and a system model, which assembles the GC-enabled real-time systems; and (2) studying and characterizing interactions between GC and the rest of the real-time system in the system model. This chapter will briefly overview relevant computer science areas to provide a context to enable the reader to better understand the research contributions of this dissertation. First, garbage collection concepts are presented, followed by the real-time systems. Then, there is the discussion of the problem statement of applying garbage collection in real-time systems and the thesis statement which the research validates. This chapter ends with an outline of the organization of the remainder of this dissertation.

1.1 Garbage Collection

The oldest form of memory management is static memory management, [59]: a method requiring space for variables and data structures to be allocated statically by the programmer or compiler. The limitations are severe when there is the need to build dynamic input-driven data structures. Dynamic memory management, [62], overcomes the limitations by making it possible to allocate memory at any time in the program. However, this requires dynamically-allocated memory to be managed at run-time. It can be done manually, by explicitly inserting instructions to allocate and
deallocate a certain memory area (as free and delete in C/C++) or automatically by the runtime system. The latter option is automatic memory management which is also called garbage collection (GC). Examples of early programming languages that use garbage collection are Lisp, [75] and Simula [31]. Today, garbage collection is an important part of the memory management system of many modern programming languages, imperative, such as Java, [32], and C#, [76], as well as declarative, such as Haskell, [57], ML, [77]. Although GC significantly reduces memory leaks and dangling pointers, it comes with its own costs in terms of both time and space. These issues will be extensively addressed in chapter 2.

1.2 Real-time embedded systems

For systems, typically those that interact with an external environment, the program’s correctness is not only producing the right output, but also its ability to produce results before a given time, the deadline. A system is said to be real-time if the correctness of an operation depends not only upon the logical correctness of the operation but also upon the time at which it is performed, [88].

Furthermore, real-time systems can be divided into soft real-time and hard real-time, [88]. A failure in a soft real-time system causes a temporary decrease in the quality of service and does not cause the whole system to fail, examples are audio/video systems, where a missed deadlines causes minor pause in the stream but the playback still continues. In a hard real-time system, missing a deadline may cause the whole system to fail. Examples are the engine control systems where a delayed signal may cause engine failure or even engine damage. Medical systems such as heart pacemakers and industrial process controllers are other examples of hard real-time embedded systems.

In order to guarantee real-time behavior, more attention must be given to the worst-case performance than the average-case performance. A key attribute of proper real-time systems is predictability. It is necessary to perform the worst-case analysis on execution time and memory usage,
thus an a priori schedulability analysis can be performed. Schedulability analysis is a theoretical analysis aimed at determining whether a given set of tasks can be scheduled to meet all deadlines under a given scheduling model.

1.3 Problem Statement

The fundamental problem is that classical garbage collection approaches cause unpredictable overhead on the execution of programs because GC scheduling interacts with real-time tasks (mutators) timing-properties, [60]. A major goal of garbage collection in a real-time system is to ensure that execution of the garbage collector does not prevent the mutators from meeting their deadlines.

To be more specific, real-time tasks require guarantee that memory requests from them can be served at any time and that the upper bounds on the time spent serving such requests be small enough to satisfy all their deadlines. Therefore, GC is an attractive option for complex embedded systems if real-time constraints can be satisfied.

In 1978, Baker, [8], developed a GC that caused only bounded delays in the execution of a list-processing mutator. To deal with the unbounded-pauses problem Baker introduced incremental garbage collection: the execution of GC work is interleaved at a fine grain throughout the execution of the mutator. Baker’s algorithm has been the basis of much later works on real-time garbage collection. The algorithm performs a small increment of GC work each time a mutator performs an allocation. The algorithm is real-time in the sense that it guarantees upper bounds on the cost of every pointer operation and it is incremental. In general, bounding the delay of each GC increment is not sufficient to ensure that the program as a whole can meet its timing requirements. If GC increments are executed too frequently deadlines may still be missed. Conversely, if GC increments are too infrequent memory may not be available when needed by a mutator. Recent real-time garbage collection (RTGC) research [7, 30, 54, 61, 83] has looked at this problem by considering the scheduling of GC increments in relation to the work of mutators.
The existing RTGC research has produced techniques for breaking GC activity into small increments that are scheduled to meet the real-time deadlines and memory requirements of the mutators that perform the real work of a system. These techniques rely on predictions of mutator behavior obtained either from an oracular programmer or from observed performance of the mutator tasks. The resulting GC algorithms can be empirically adjusted (either manually or automatically) so that deadlines are observed to be met.

Real-time garbage collectors can be built on any of the classical garbage collection techniques and variants: reference counting, mark-and-sweep collection, compacting collection, copying collection, generational, concurrent and distributed collection, with additional mechanisms for incrementality, measurability, and schedulability, which will be extensively discussed in chapter 2. Details of the adaptation to real-time of course varies amongst the approaches.

As yet, research in RTGC has not produced a systematic GC approach and corresponding methodology for analyzing system behavior that allows requirements. From a practical engineering perspective, developing a systematic scheme to facilitate the automation of integrating GC in real-time embedded systems is promising. Such an approach need have the following attributes:

- First, the RTGC incrementality, measurability and schedulability attributes need be preserved;
- Second, the approach should provide a uniform way for users to express and model real-time applications and GC implementations;
- Third, the approach needs capture interactions among real-time tasks and garbage collector. It will compute the feasible GC execution parameters that is directly applicable to the GC-enabled system at run-time. The computation depends on the knowledge of the real-time application with its workload and the GC implementation.
Ideally, given a real-time application and workload, the RTGC approach automates the computation of the valid GC execution parameters to preserve the real-time constraints of the GC enabled real-time system.

1.4 Thesis Statement

This dissertation proposes the systematic approach to the application of RTGC into the real-time development realm. An original inspiration of the thesis’s approach is the Giotto system, [55]. The fundamental requirement of a real-time system is, of course, that its deadlines are met. Until recently real-time system implementation involved detailed study of code paths to ensure that every deadline was met for all inputs to the system,[87]. Details of a system’s timing requirements were often reflected throughout the implementation and software designs were platform-specific. The Giotto system introduced a new approach to constructing real-time systems. Giotto’s key contribution is that it supports “the automation of real-time control system design by strictly separating platform-independent functionality and timing concerns from platform-dependent scheduling and communication issues”, [55]. Giotto’s tools analyze the worst-case execution time of components when used on particular hardware platforms then schedule their execution so that all timing requirements are met. One key to Giotto’s success in automated scheduling of components was its development of a synchronous timing model that simplifies calculation of the timing characteristics of composed components.

Given a system with the bounded workload, the overarching goal of the dissertation work is to similarly calibrate the control of RTGC in a systematic and automatic way. The validation of the following statement will be investigated throughout the thesis:

| Thesis: Decomposing the model of (1) the performance of collector operations and (2) the garbage collection load offered by a real-time task set allows prediction of system behavior from knowledge of component behavior and environment specifications. This approach provides the models needed to engineer GC into real-time applications. |
The dissertation studies three major topics to achieve having RTGC as a feasible option in the real-time embedded system realm.

- **RTGC framework and system model** outlines the systematic RTGC approach, where the system model provides a uniform platform for characterizing and examining the GC-enabled real-time systems and the RTGC framework attempts to encompass a variety of RTGC techniques and to provide uniform language for describing the parameters that are used to configure them.

  Describing the interactions between mutator’s workloads and the control of real-time garbage collectors is a step along the road to an engineering approach to garbage collection in real-time systems. The proposals of the system model together with the RTGC framework perceive the interactions as well.

- **GC cost model (GCCM)** estimates the GC-related cost, for instance, the worst-case GC cycle time, in terms of (1) the performance of collector operations and (2) the garbage collection load offered by a real-time task. Separation of these aspects allows prediction of system behavior from knowledge of component behavior and environmental specifications. The worst-case cost analysis is necessary by real-time scheduling and schedulability analysis to achieve and validate system predictability.

- **GC integrated scheduling mechanisms (SCHED)** computes the GC execution parameters in order to preserve the real-time systems predictability. The GC scheduling parameters are specified using either the explicitly controllable *GC incrementality* parameters or a real-time task’s scheduling parameters, such as task period. The GC incrementality determines the size of GC increments, which characterizes the interleaving pattern among the mutators and GC.

  Meeting real-time timing requirements has traditionally relied on proper scheduling and
schedulability analysis techniques, [70, 4, 6, 15, 33], upon the underlying task and scheduling models. With the existing scheduling techniques, the SCHED takes the GCCM estimates and outputs the GC scheduling parameters.

As an illustration of the systematic RTGC approach, a typical usage consists of the steps:

1. Given a real-time system with workload, define it using the system model;

2. Model the underlying GC implementation with the RTGC framework;

3. Obtain the required space and timing metrics of the real-time application and its workload that should be known a priori in the system model, for instance, the worst-case task execution time $C_i$ etc.;

4. Calculate the GC-related cost with the GCCM, for instance, one GC cost is the worst-case GC cycle execution time, $C_{GC}$;

5. Calculate GC scheduling parameters upon a chosen scheduling policy in the scope of SCHED. The set of GC scheduling parameters passes the schedulability analysis are feasible to use;

6. Deploy GC with the calculated GC scheduling parameters in the real-time application at runtime.

1.5 Dissertation Organization

The rest of the thesis is organized:

**Chapter 2: Literature Survey** describes the fundamental concepts of the areas of real-time computing and memory management techniques. It also presents and compares related RTGC work.
Chapter 3: RTGC framework and system model present the common language for describing the GC included real-time systems using a system model and a broad class of real-time collectors using a RTGC framework. An RTGC configuration with GC incrementality in the framework provides a target for automating the task of configuring automatic memory management for a real-time system and its workload. A real-time system with a copying GC is modeled with the system model as an example.

Chapter 4: Modeling RTGC cost demonstrates a detailed GC cost model for incremental mark-and-sweep GC exemplified by a modified Boehm-Demers-Weiser (BDW) collector [21]. The GC implementation is modeled using the RTGC framework. The GC cost model computes the WCET for garbage collection in terms of (1) the performance of collector operations and (2) the garbage collection load offered by a real-time task. The model incorporates the cost of write barriers that are needed to support incremental GC. A pessimism metric assesses the degree to which the model’s predictions exceed the measured worst-case cost in particular instances. The coefficients defined in the GC cost model have been found to be stable when measured across a variety of applications in experiments. The stability of the measurements verifies the fine granularity used in the GC cost model.

Chapter 5: Schedulability mechanisms with RTGC incrementality calculates the RTGC configuration parameters defined in the RTGC framework with the specific scheduling policy. The controllable RTGC incrementality introduced with the RTGC framework is implemented in the modified RTGC in Mono, [96]. Two scheduling mechanisms are studied: (1) time-based GC scheduling $\xi_T$ with C-space scheduling policy, and (2) work-based GC scheduling $\xi_W$ with MMU scheduling requirement.

Chapter 6: Experimental results with Status Router demonstrates a comprehensive illustration of the systematic RTGC approach. The GridStat status router, a multi-casting packet
forwarder with real-time processing requirement, [50], is re-implemented. The status router application is modeled using real-time task model introduced in the system model in chapter 2. The status router’s GC costs are estimated in the GC cost model presented in chapter 4. Both of the scheduling mechanisms demonstrated in chapter 5 are applied to the status router at runtime. Finally, experiments showed the validity of the calculated RTGC configurations. Performances are evaluated by comparing a set of application metrics for various GC scheduling settings.

**Chapter 7: Conclusion** summarizes the contributions of the thesis and discusses the future work.
CHAPTER 2

LITERATURE SURVEY

This chapter presents the fundamental concepts of real-time systems, memory management mechanisms and classical garbage collection algorithms. It also summarizes the RTGC properties and algorithms. A discussion of the related RTGC work is followed. It concludes with a comparison among various existing RTGC approaches.

2.1 Time and space concerns for real-time programs

The integration of GC complicates the picture of real-time programs, since although GC significantly reduces memory leaks and dangling pointers, it comes with both time and space cost, which elicits two major concerns.

- Hard real-time systems are subject to timing-constraints and must perform real-time tasks that satisfy both timing properties and logical criteria for correctness. Reliability and predictability are key attributes for hard real-time systems. Failure in a safety critical real-time system can lead to considerable damage. Examples of timing properties and constraints include deadlines, the execution frequency of tasks, and external event recognition based on time of occurrence, [87]. Therefore, over the years researchers have developed a range of schedulability analysis and time reasoning techniques, which are generally based on worst case execution time (WCET), [66, 93], of each real-time task in the system.

As a principled, tool-supported design methodology, Giotto, [55], supports the automation
of real-time control system design by strictly separating platform-independent functionality and timing concerns from platform-dependent scheduling and communication issues by performing implicit schedulability analysis with known WCETs.

- Memory management is another focus for real-time systems. Despite rapid growth, little attention has been given to real-time memory management compared to real-time processes scheduling analysis. While memory allocation falls into the category of resource allocation, it differs from CPU allocation in a major way since preemption is not possible due to embedded system lacking secondary storage, [83]. Therefore, memory safety in terms of both access safety and availability safety must be addressed as complementary aspects for real-time systems.

Access safety is the concern in the possibility of dangling references that allow program to access unsafe memory that has been deallocated; and availability safety is the concern in the possibility that program might attempt to allocate more memory than current run-time platform can afford. In fact, these two memory safety concerns are addressed throughout the development of memory management and elicit many research attempts with the fact that the former concern gains more attention than the latter one. To illustrate the availability memory safety property, given $t_{\text{any}}$, an arbitrary time point during real-time tasks execution, there are three metrics $(H_f, H_l, H_r)$. They are the amount of free memory, live memory and memory request at time $t_{\text{any}}$. The truth of the invariant: $(H_f \geq H_r) \land (H_f + H_l) \leq H$ guards the memory availability safety, where $H$ is total amount of memory.

A range of memory management approaches have been proposed including predictable static memory allocation, manual memory management with explicit allocation and deallocation, garbage collection and region-based memory allocation, [56]. These approaches are listed in table 2.1 and
Table 2.1: Memory management approaches comparison

<table>
<thead>
<tr>
<th></th>
<th>Heap-Allocated</th>
<th>Automatic</th>
<th>Predictable</th>
<th>Flexible</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static Memory management</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Manual Memory management</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Classical Garbage Collector</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Region-based Memory management</td>
<td>−</td>
<td>✓</td>
<td>✓</td>
<td>−</td>
</tr>
<tr>
<td>Real-time Garbage Collector</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

the attributes of heap-allocated, automatic, predictable and flexible are compared.¹ Refactoring codes with flexible memory management mechanisms does not need the users to explicitly re-implement the memory allocation-deallocations in programs. The flexible attribute captures such memory management feature.

The region-based memory management have been implemented to support the real-time Java specification (RTSJ), [12]. Real-time Java builds scoped memory that each scoped memory conceptually contains a preallocated region of memory that threads can enter and exit. Once a thread enters a scoped memory, it can allocate objects from that memory. Each allocation takes a predictable amount of time. When the thread exits the scoped memory, the implementation deallocates all objects allocated in the scoped memory without garbage collection. The whole scoped memory can only be garbage collected when all of its associated objects are no longer in use. Region-based memory management is predictable, however, the unused memory cannot be recycled until the whole region becomes garbage. The region-based memory management has the flexibility in between static and dynamic memory management mechanisms.

2.2 Classical garbage collection algorithms

Classical garbage collection algorithms include reference counting, mark-and-sweep, mark-and-compact collection, copying collection, generational collection, incremental concurrent collection, distributed collection and variants of all the above, [60]. Garbage collection (GC) has its overhead in terms of time and space. A 10% overhead of the overall execution time is reasonable for a

¹(✓ means ’true’, × represents ’false’ and − means ’partially true’).
Garbage collection automatically reclaims the space occupied by data objects that the running program can never access again, which ensures memory access safety property. The basic functional abstraction of a garbage collector consists of two phases:

1. **Garbage detection**: distinguish live objects from garbage caused by deallocation;

2. **Garbage reclamation**: reclaim garbage while scanning the heap memory, compacting might take place here to avoid fragmentation; finally the reclaimed memory are free to use again.

Various garbage collections differ in the way how garbage is detected, which can be *reference counting, marking or copying*. An outline of basic garbage collection techniques are given. Detail illustration of classical garbage collection techniques can be found in [60, 94].

### 2.2.1 Reference counting (RC)

Reference counting associates each object with a reference count. The idea is simple; count the number of references to every object and reclaim the object if its reference count reaches zero. A reference counting memory handler has two main operations: \( \text{Obj.ref.increment()} \) and \( \text{Obj.ref.decrement()} \). Reclamation might be triggered by \( \text{Obj.ref.decrement()} \) when the reference counter is zero. \( \text{Obj.ref.increment()} \) operation takes constant time, while \( \text{Obj.ref.decrement()} \) is potentially recursive, which imposes difficulties in time relevant analysis, such as WCET mentioned in chapter 1.

By using deferred reference counting, [92], \( \text{Obj.ref.decrement()} \) operation is made constant in time. Deferred reference counting takes advantage of the observation that “the majority of pointer stores are made into local variables”, [60] and treats operations on local variables and stack-allocated compiler temporary variables specially: there is no reference counting when these references are modified. Objects are no longer be reclaimed as soon as their reference count drops to zero since they might still be reachable from local or temporary variables. Instead, objects with
zero reference count are added to zero count table (ZCT) by delete. Periodically the ZCT is reconciled to remove and collect garbage. The reconciliation works in three phase: mark the stack, reclaim garbage that are the unmarked objects with entries in ZCT and finally turn all marked objects unmarked.

The most significant advantage of reference counting is its simplicity and fine-grainedness.\textsuperscript{2} On the other hand, basic reference counting cannot deal with cyclic data objects, which may result floating garbage. Secondly, since garbage reclamation keeps data in fixed place without back-and-forth move, fragmentation will occur. One way to handle cyclic data is to use other garbage collection techniques when floating garbage accumulates beyond pre-defined threshold.

2.2.2 \textit{Mark-and-sweep and mark-and-compact collection (MS and MC)}

Mark-and-sweep collection and mark-and-compact collection are named in accordance to the two-phase abstraction with the latter relocates objects by compaction to remedy fragmentation:

1. Mark phase (Garbage detection): traverse the graph of pointer relationships (usually either depth-first or breadth-first) starting at the root set and mark reachable objects in various ways;

2. Sweep phase (Garbage reclamation): exhaustively examine the whole heap to find all of the unmarked objects (garbage) and reclaim their space for reuse;

3. Compact phase (Garbage reclamation by compacting): most of the live objects marked during mark-phase are moved until all of the live objects are contiguous, which leaves the rest of memory as a single contiguous free space.

\textsuperscript{2}Fine-grainedness here means that only a few instructions need locked in a multi-thread context.
Mark-and-sweep collection’s major deficiency is that the cost of collection is proportional to the heap size, which leaves little space to improve efficiency. Mark-and-compact remedies fragmentation problem but might perform significantly slower than mark-and-sweep if a large percentage of data survives to be compacted, since several computation passes need to operate on the live data to get them compacted. There are many efforts to improve mark-and-compact efficiency by reducing compaction overhead, and one of them is a two-pointer algorithm that scans the heap in two directions during compaction.

2.2.3 Copying collection (CC)

Copying collection divides the heap into semi-spaces: old semi-space \textit{Fromspace} and new semi-space \textit{Tospace}, and copies reachable objects from \textit{Fromspace} to \textit{Tospace} during collection and reverses the role of two semi-spaces at the end of a complete copying cycle.

Copying collection is similar to mark-and-compact in the way that live objects are relocated in a contiguous area after a complete copy. Copying collection integrates data mark and compaction into a single copying process with the help of semi-spaces so that most objects need only be traversed once rather than several passes in mark-and-compact collection. Copying collection cost is proportional to the size of reachable data. In copying collection, heap is divided into two spaces, and during normal program execution, only one semi-space is in use. This scheme gains processing efficiency by sacrificing space. Examples of copying collection include Cheney’s algorithm, [24], a stop-and-copy collector using semi-space, Bakers incremental copying collector, [8].

2.2.4 Generational collection (GeC)

Generational collection is based on the Generational Hypothesis: \textit{Most objects die young}; and this gives the insight behind generational garbage collection that storage reclamation can be made more efficient and less obtrusive by concentrating effort on reclaiming those objects most likely to become garbage, such as young objects.
Generation garbage collection is a technique suggested by Lieberman and Hewitt, [65], in the early 1980’s that divides a program’s heap into regions containing objects of different ages. The younger an area is, the more frequent collection is performed. And objects that survive a small number of collections are moved to a less frequently collected area. Thus, unnecessary repeated copying is avoided by only copying the few survivors.

Two observations are worth mentioning before closing this section. First, all garbage collection approaches encounter similar time-space trade-offs. Performing less garbage collection reduces overhead but leaves more unreclaimed garbage. Second, various garbage collection techniques may also differ in the way how things are approximated, such as true liveness because of their undecidable property. In reference counting, an object not pointed to by any variable or other object is clearly garbage. However, the reciprocal is not always true. A conservative tracing garbage collector is unable to distinguish between pointers and non-pointers so it treats any word that contains a value that represents a valid address as a pointer. Baker’s incremental non-copying algorithm, [9], assumes objects allocated during collection to be live as a liveness approximation, even if they die before the collection is completed. The approximation closeness effects garbage collection performance and complicates its implementation. Incremental tracing collectors are discussed in next section.

2.3 Real-time Garbage Collection: Properties and Algorithms

Real-time garbage collection is built on top of techniques of classical GC work with added characteristics of incrementality, schedulability and measurability\(^3\).

- **Incremental** For hard real-time systems, garbage collection cannot be executed as atomically while the real-time program sleeps. Fine-grained incremental garbage collection is

\(^3\)Since fragmentation conflicts with predictability of free memory and most classical garbage collections handle non-fragmentation, it is assumed to be implicitly implemented within classical garbage collection, thus it is not treated as a special property for RTGC. Although, due to high overhead for non-fragmentation, some RTGCs are based on fragment-tolerant collection and leave fragmentation issues for RTGC.
necessary since it interleaves small units of garbage collection with small units of real-time
tasks execution. This elicits the need for work, time and hybrid based interleaving controls.

- **Schedulable** For hard real-time systems, RTGC needs to be predictable to fulfill schedulabil-
ity requirements. This increases both RTGC algorithm complexity and overhead. Real-time
task scheduling analysis must also be aware of RTGC existence. Conversely, the execution
of RTGC must perform enough work to provide available memory for mutators. To ensure
correct real-time behavior of hard real-time program, the program must be proven to be valid
before it can be used in a real-time system. This elicits the need for schedulability analysis
for both real-time workload and RTGC.

- **Measurable** A GC cycle is defined as the set of all activities required to identify and reclaim
garbage. For instance, a GC cycle in mark-and-sweep consists of root scanning, pointer
traversal and sweeping. A GC increment is partial work within a GC cycle that contributes to
the whole cycle. Incrementality and schedulability attributes describe when/how GC work is
triggered and how to schedule real-time tasks and GC work together. In order to do this, GC
measurability must express how much work is performed each increment within a GC cycle.
GC work is measured in terms of various metrics that will be explained in chapter 3. Thus,
the GC cycle together with GC increments are measured by chosen metrics to represent their
progress.

Proposals to make incremental garbage collection more suitable for real-time systems have
been submitted for many years. The incremental copying algorithm, Baker’s algorithm, [8], has
been a basis for RTGC work since its inception. Baker’s algorithm is a fine-grained work-based
approach where each allocation request triggers the GC work by suspending real-time tasks for
a short period of time using a read barrier. It is claimed to be a real-time algorithm since it is
incremental and guarantees low upper bounds on the cost of every pointer operation. A potential
problem occurs when frequent GC invocations result in an unacceptable mutator utilization due to bursty pauses when burst allocations are carried out. Brook’s algorithm, [22], improves Baker’s algorithm using a write barrier and makes the overhead smaller since the pointer writes are much less frequent than pointer reads. In Baker’s more recent algorithm, [9], cyclic double-linked lists are used to implement a non-copying version of his original incremental garbage collection.

2.3.1 Barrier techniques

In Wilson’s survey paper, [94], an incremental mark-sweep collector poses a multiple-readers, single-writer coherence problem since both the mutator and the collector read pointer fields but only the mutator can modify them. Incremental copying collectors provide an example of a multiple-readers, multiple-writers problem since the collector also writes pointer fields when it moves objects, [60].

Incremental GC Conservatism

It is necessary to ensure that the mutator’s or GC’s view of “data connectivity” is consistent, i.e., it does not attempt to access objects through obsolete references. It is not necessary for the mutator and the collector to share an identical view of the computation graph. The consistency requirement can be relaxed to allow the collector to work with a conservative approximation of the graph of active objects. While the collector must treat any reachable object as active, the semantics of garbage collection are preserved even when the collector treats some objects that are unreachable as if they were still visible to the mutator (alive).

In general, the more consistency requirements are relaxed, the more conservative the collector’s view of the reachability graph becomes, thus, the more floating garbage accumulates. Floating garbage fragments the heap, increases the effective residency of programs and puts more pressure on the garbage collector.

---

4 A mutator utilization is defined as the percentage of CPU time contributing to the execution of mutators, thus \( U_M = \frac{CPU_M}{CPU_{Total}} \).
General incremental GC attributes are: (1) the degree of GC conservatism; (2) bounds on
the pauses of GC increments and (3) bounds on uninterruptible processing sections, for instance,
processing the root set or checking for termination of a garbage collection cycle as atomic actions.
The GC conservatism is determined by the barrier techniques that GC incorporates to support
incrementality.

Tricolor marking
Tricolor marking, [36], was originally introduced by Dijkstra to describe incremental garbage col-
collection, [60]. The abstraction is restated here, where nodes in the heap are painted one of the three
colors:

1. **Black** indicates that a node and its immediate descendants have been visited, which means
   the garbage collector has processed black nodes and need not visit them again.

2. **Grey** indicates that the node must be visited by the collector. There are two cases resulting
   a grey node: (1) the node has been visited by the collector but its constituent pointers have
   not been scanned; (2) the node connectivity to the rest of the memory allocation graph has
   been altered by the mutator behind the collector’s back.

3. **White** indicates nodes unvisited by the garbage collector at the end of the tracing phase,
   which means they are unreachable (garbage).

Barrier techniques aim at guaranteeing that the collector will not miss any reachable objects.
Two tricolor invariants are the basis for various barrier algorithms:

*Invariant 1* ($In_{v1}$): No destroyed original reference to the white object;

*Invariant 2* ($In_{v2}$): No black-white pointers.
In [81], these two invariants are named *weak* and *strong* tricolor invariants respectively. Barriers are used to intercept the mutator’s accesses to objects and they can be divided into two categories – *read-barrier* and *Write-barrier*:

- **Read-barrier (trapping reads):** deals with object access and ensures that the mutator never sees a white object. Whenever it attempts to access a white object, the object is immediately visited by the collector. This is used in copying collectors so that mutator can only see objects in Tospace. Examples are:

  1. *Baker’s read-barrier:* preserve $Inv_2$. Mutator cannot see white objects, until they are copied and marked grey;

  2. *Apple-Ellis-Li’s read-barrier:* mutator cannot see white and gray objects, until they are scanned, copied and marked black.

- **Write-barrier (trapping write):** deals with reference updates and records where the mutator writes black to white pointers so that the collector can visit or revisit the nodes in question. At least one of the following barrier invariants need be true. Write barrier methods are further distinguished as either *snapshot-at-the-beginning*, [99], or *incremental-update*, [36, 53]. Each of them preserves $Inv_1$ and $Inv_2$ respectively. Examples are:

  1. Write barriers in mark-and-sweep collectors:

     - *Yuasa’s snapshot-at-the-beginning write-barrier:* Preserves $Inv_1$. No objects that become garbage in one garbage collection cycle can be reclaimed in that cycle that they must wait until the next.

---

5By calling invariant strong, it means it implies the weak one.
Dijkstra’s incremental-update write-barrier: Preserves $Inv_2$ and adopts the most conservative of the incremental-update coloring strategies: white nodes are shaded grey when a reference is created, regardless of the color of the parent node. The strategy is usually referred as “the barrier’s wave-front is advanced”.

Steel’s incremental-update write-barrier: Preserves $Inv_2$ and retreats the grey wave-front rather than advance it, making it less conservative than Dijkstra’s. The strategy is usually referred as ”the barrier’s wave-front is pushed back”.

2. Write barriers in copying collector:

– Brook’s forwarding pointer write-barrier: preserve $Inv_2$ where mutator can see objects in both Fromspace and Tospace.

**Impact of barriers on incremental GC**

The total overhead of an incremental or concurrent algorithm is determined by the conservatism of the barrier and how it affects the collector’s view of the reachability of the graph. The barriers and increment GC are correlated in the following aspects:

- The time and space costs of the barrier depend on its frequency and how it is implemented (color bits or a mark stack);
- The barrier implementation, such as whether a single node is colored or an entire page of references is scanned, affects the barrier pause time resulting in the incremental GC;
- How a collection cycle is initiated and terminated are significant factors for the barrier mechanisms as well.

2.4 Discussions of existing RTGC approaches

As in chapter 2.3, classical garbage collection algorithms enhanced with mechanisms for incrementality, measurability and schedulability are necessary to achieve real-time garbage collection.
In this thesis, the work that eventually automates the integration of GC into real-time systems consists of the concept of RTGC framework, GC cost model and the GC scheduling mechanisms. The proposal of RTGC framework is original in this thesis, therefore, existing RTGC approaches are presented and compared from two perspectives which are the cost model and scheduling mechanisms.

2.4.1 Existing work on modeling GC cost

Deeply embedded real-time applications are pervasive in the automotive, industrial automation and telecom industries. Today's embedded systems have much faster, larger micro-controllers with larger memory space, much greater functionality and more complex software implementations. This trend outstrips the ability of implementors to implement memory management using static or manual methods. At the same time, the incorporation of GC in recent mainstream programming languages such as Java and C# suggests increasing acceptance of GC as a part of the programming landscape [45]. GC is an attractive option for embedded systems if real-time constraints can be satisfied.

Recent research in real-time garbage collection (RTGC) has produced techniques for breaking GC activity into small increments that are scheduled so that mutator tasks (mutators) can be shown to meet their real-time deadlines while never exhausting memory. [7, 51, 54, 61, 83]. These techniques rely on predictions of mutator behavior obtained either from an oracular programmer or from observed performance of the mutator tasks. The resulting GC algorithms can be empirically adjusted (either manually or automatically) so that deadlines are observed to be met [35]. As yet, research in RTGC has not produced a GC approach and corresponding methodology for analyzing system behavior that allows designers to prove that a system meets its real-time requirements. It is important to ultimately understand and model the workload imposed on the GC by the mutators—which in turn depends on the mutators’ workloads.

In real-time system development, Worst-case Execution Time (WCET) analysis provides a
priori an execution cost model for a piece of code. Based on WCET estimates of the components, performance of the whole system can be predicted including scheduling and schedulability analysis to determine whether performance goals are met for periodic tasks and to check that interrupts have sufficiently short reaction times and for many other purposes.

Integrating GC with a real-time system development complicates the situation because enough time must be allotted for GC-related activities and time spent in GC must be scheduled so as not to interfere with mutators meeting their deadlines. The amount of time required depends not only on the algorithms used in the GC but also on the collection load which in turn depends on the implementation of the mutator tasks (which do the useful work in the system) and the load imposed on them by the environment. To perform scheduling and schedulability analysis in a system using GC, worst-case execution times (WCET) of both mutator and GC tasks are needed. There are many existing techniques to model and analyze real-time tasks’ WCETs either statically or dynamically [66, 84, 93] and these may be used for the mutator tasks. For garbage collection activities, it is crucial to have a complete and accurate GC cost model to estimate any GC related time costs based on the GC implementation in use that accounts for the allocation behavior of the mutator tasks. The cost of GC should be predictable based on (1) the performance of collector operations and (2) the garbage collection load offered by a real-time task. Separation of these aspects is a step along the road to an engineering approach to garbage collection in real-time systems, allowing prediction of system behavior from knowledge of component behavior and environmental specifications.

Work on estimating GC costs for real-time settings (RTGC) has been occurring since the early 1990’s. An early model by Bengtsson [14] uses fine-grained accounting for costs, often captures costs with great precision. Bengtsson’s GC cost model is based on the cost of primitive operations such as moving one memory cell, performing a flip, etc., for the compacting collector which he worked with. The worst-case GC cycle cost is calculated by summing up the costs of all the individual steps where each step’s cost is estimated over its primitive operation costs. This need be
performed with knowledge of the worst-case state of an application’s data structures. The difficulty with this model is that it is hard to relate application and workload characteristics to the number of primitive operations during system design.

Other approaches, for example Henriksson [54] and Kim [61], attempt to model GC costs at the granularity of significant GC execution stages such as rootscan, barrier processing, heap marking, etc., without decomposing the work of each stage. These coarse-granularity GC cost estimates suffer in accuracy because they are insensitive to differences in application behavior that affect different aspects of the algorithms that make up each sub-stage.

For instance, if a single constant coefficient $\delta_M$ is associated with the GC heap marking phase and the GC heap marking cost is calculated by $\delta_M \cdot L$ ($L$ is the maximum live heap memory) as in [61], the costs of detailed steps such as reference checking, heap scan, reference marking etc. will not be differentiated; since the coefficient depends not only on the GC implementation but also on characteristics of the application such as the reference density in live memory. To give accurate GC cost predication, the coefficient $\delta_M$ need be modeled as a function of both GC implementation and the application characteristics instead of set constant that only covers GC implementation. Thus, coarse-granularity might generate false GC cost predication that leads to false schedulability analysis. Moreover, in this approach, the cost coefficients depend on details of both the GC implementation and the mutator behavior. This works against the goal of separately characterizing the GC implementation and the GC load offered by the application and its workload.

More recently, Bacon, [7], introduced a GC cost model for their Metronome real-time GC implementation (the mostly non-copying collector) with a granularity in between the detailed granularity of Bengtsson’s approach and coarse granularity of the Henriksson and Kim approaches. In Metronome, major contributors to the cost of each GC stage are characterized by GC coefficients that express the rate at which that kind of work is performed. The Metronome GC is designed to provide a specific minimum mutator utilization (MMU) over a given time interval $\Delta t$. The cost
model is used in the real-time scheduling analysis to ensure that the required MMU is achieved. The worst-case GC cycle \( C_{GC} \) cost is the only cost discussed in the GC cost model presented in Metronome.

Goh, [51, 52], presented a GC cost model for an RTGC implementation in Mono 0.25, [96]. The GC cost estimation granularity is of the same degree as Bacon’s. The model expresses GC cost in terms of GC coefficients such as “marking an object in root-scan phase”, “scan heap memory to find references in mark phase”, etc. and mutator-dependent parameters such as “size of memory scanned in root-scan phase”, “number of objects marked in mark phase”, etc. The model does not fully separate the GC implementation, application, and workload effects: the definitions of the mutator-dependent parameters are expressed in terms that depend on the details of the GC implementation. For example, the parameter “number of objects marked in mark phase”, in addition to depending on the mutator code and workload depends on both the GC implementation and details of the mutual scheduling of the mutator and GC.

2.4.2 Existing work on GC scheduling mechanisms

The automation of the GC integrating in the real-time embedded system leads to two topics of interests: the GC cost estimates and the GC scheduling mechanisms. The cost of GC should be predictable based on (1) the performance of collector operations and (2) the garbage collection load offered by a real-time task. Separation of these aspects is a step along the road to an engineering approach to garbage collection in real-time systems, allowing prediction of system behavior from knowledge of component behavior and environmental specifications. In this section, GC scheduling mechanisms is studied. The rules of scheduling GC increments along with mutators vary among these approaches that are discussed below:

- In 1978 Baker’s [8] approach: each time an object is allocated, an increment of scanning and copying is done so that the rate of copying collection work keeps up with the rate of
allocation [94]. The GC work within an increment is proportional to the size of the allocation request, which makes it a work-based GC scheduling.

- In 1998 Henriksson’s [54] approach: A GC increment must be scheduled when \( GCR < GCR_{\text{min}} = \frac{W_{\text{max}}}{T_{\text{min}}} \), interrupting mutator activity if necessary. Scheduling is based on the three-level priority process scheme together with the following triggering and interruption policies. Allocation from high priority processes does not trigger GC. Instead, GC motivated by high-level priority processes forms the middle-priority process and is triggered when no high-priority process is in a runnable state. Scheduling analysis must be done in order to tune the collector to a specific real-time task set and real-time platform.

- In 1999 Kim’s [61] approach: GC is scheduled as an aperiodic task with the highest priority using the *sporadic server* technique. GC worst-case response time, \( R_{GC} \), is derived by means of memory consumption, \( M_c \), and memory reclamation, \( M_r \), functions obtained from the programmer for a real-time system with a fixed set of periodic tasks. A recent paper, [95], modifies this approach, using deferrable server scheduling and obtaining superior memory utilization. Similarly, in 2001, a more general schedulability analysis where the aperiodic GC task is not limited to have the highest priority is studied in [5].

- In 2003 Robertz’s [83] approach: triggering of a GC cycle is implicit in the estimated adaptive GC cycle-time \( T_{GC} \) and a GC cycle deadline is calculated so that GC can be scheduled as any other real-time task using real-time scheduling such as Earliest-Deadline-First(EDF).

- In 2003-2004 Bacon’s [7] Metronome approach: depending on the metric in use, GC is allowed to execute for \( C_T \) CPU time or process \( C_W \) MB memory before yielding to the mutator. Similarly, mutators may expend \( Q_T \) CPU time or allocate at most \( Q_W \) MB memory before yielding to the GC. One of the main results is that interrupt-driven scheduling
based on the space metric and scheduling based on the time metric are essentially equivalent. When GC scheduling is time-based, real-time guarantee aims at satisfying mutator mutator utilization (MMU) over a given time resolution $\Delta t$.

- In 2006 Goh’s [51] approach: their scheduling approach can be viewed as a hybrid of Robertz’s and Bacon’s. GC task is scheduled as a real-time task with its minimum period $P_{GC}$ calculated. GC task is scheduled with any other real-time task using real-time scheduling Rate-Monotonic Scheduling (RMS) as in [51], which is similar to Robertz’s approach. Further, once GC cycle is triggered, a fixed execution time quantum for each GC increment $E_{GCI}$ is assigned, which are invoked periodically with a fixed period $P_{GCI}$ until the GC cycle completes. The execution pattern among GC and real-time tasks when GC cycle is triggered is similar to Bacon’s time-based GC approach.

Among the above approaches, except in Baker’s approach, GC work was carried out as an individual task in real-time systems in all other approaches for the purpose of better controllability.

2.5 Summary

The fundamental concepts of real-time systems, memory management mechanisms and classical garbage collection algorithms are presented in this chapter as background of the thesis work. The general RTGC approach carries the three characteristics of Incremental, Schedulable and Measurable with the implementation help of barrier techniques. The discussion of the related RTGC work is categorized accordingly to the organization of this thesis work, where the related work on the GC cost model and GC scheduling mechanisms are presented.

The next chapter presents the RTGC framework and the system model which provides an abstraction of the automated RTGC approach and also gives the whole pictures of the architecture of the systematic approach toward integrating RTGC in the real-time embedded system.
CHAPTER 3

RTGC FRAMEWORK AND SYSTEM MODEL

A key attribute of proper real-time systems is predictability. Using GC in real-time systems complicates the situation in order to preserve the predictability, because enough time must be allotted for GC-related activities and time spent in GC must be scheduled so as not to interfere with mutators meeting their deadlines. Recall in chapter 1, the thesis statement is that “Decomposing the model of (1) the performance of collector operations and (2) the garbage collection load offered by a real-time task allows prediction of system behavior from knowledge of component behavior and environment specifications. This approach provides the models needed to engineer GC into real-time applications.” This statement is pursued throughout the dissertation in order to satisfy the requirements of an automatic RTGC approach. While decomposing the thesis statement there are two aspects that must be taken care of:

- First, given a real-time system with GC, there are two entities to model: the real-time task set with the real-time system and the garbage collector. Existing real-time task models can be directly applied to the real-time task set in the RTGC enabled systems. Additional techniques, [41, 88], such as estimations of the worst-case execution time of a real-time task are directly available for obtaining real-time tasks’ parameters that must be known a priori. There are no existing RTGC models for garbage collection, or existing techniques for estimating the worst-case GC cost. As the common language for describing a broad class of real-time collectors, the RTGC framework, presented in section 3.1 in this chapter, offers
an uniform way to model the GC among various GC implementations. The GC cost model is built for the modeled RTGC to provide GC-related costs estimations.

- Second, between the real-time task set and the garbage collector there are potential interactions that are implicitly stated in the thesis statement. Such interactions come in two parts: (1) the garbage collection load depends on the workload from real-time tasks; and (2) GC-related activities need be scheduled together with the real-time task set. The first interaction relates to the GC cost estimation and the second one determines the GC scheduling parameters. These parameters pertain to the automatic RTGC approach’s final outputs.

At the level of a complete real-time system with GC, this chapter will present a **system model** that provides a consistent way to describe GC-enabled real-time systems. The system model covers both modeling of entities and entity interactions within the real-time systems. Figure 3.1 shows the layout of the system model supporting the RTGC approach that the dissertation work defines. It models the given real-time system with knowledge of workload and GC implementation and computes the GC scheduling parameters to assist developers to use GC in a predictable way. More specifically, the **RTGC framework** takes care of modeling the GC task and the **system model** captures the complete RTGC approach.

This chapter is organized as follows: section 3.1 presents the real-time garbage collection framework. A RTGC configuration with GC incrementality in the framework provides a target for automating the task of configuring automatic memory management for a real-time system and its workload in section 3.2. Section 3.3 proposes the system model and section 3.4 discusses how to obtain the system model’s inputs. Finally, a copying GC implementation is described in the system model as a case study in section 3.5.
Recall in the thesis statement that the overarching goal is to separate platform-independent functionality and timing concerns from timing-related memory-management issues that depend on details of a real-time system’s implementation. In this section, the aspects of a GC component are narrowly observed and the important characteristics and parameters that will eventually have to be modeled and controlled are identified. The RTGC framework described here attempts to encompass a variety of RTGC techniques that have been proposed previously and to provide uniform language for describing the parameters that are used to configure them.
A RTGC framework is proposed in this section followed by a description of RTGC configuration in the next section. The framework captures common features of many RTGC algorithms while the RTGC configuration concerns itself with ways that a RTGC algorithm would be controlled in a particular system. The RTGC framework for describing RTGCs involves the following components:

- the underlying GC algorithm: the **Impl** component of the framework;
- the rule for triggering execution of GC cycles: the **Trig** component;
- the method of measuring GC progress: the **Metric** component;
- the rules for scheduling GC increments along with execution of the mutators: the **Sched** component.

There are a few comments on the components then their interactions will be explored more fully in a number of examples below.

### 3.1.1 The Impl Components

The GC Impl determines the constitution of a GC cycle – all activities required to identify and reclaim garbage; such that a GC cycle in mark-and-sweep consists of root scanning, pointer traversal and sweeping etc. The GC impl also affects the “shape” of a GC increment, which is defined as an individual GC invocation within a GC cycle contributing partial work to the whole GC cycle. The underlying GC algorithm of an RTGC is a major factor in estimating the GC-related cost along with the real-time workload.

The appropriateness of a GC algorithm for real-time use in a given situation depends on what operations it uses and how long they take. Prior work on analyzing the GC overhead includes [8, 9, 24, 22], which are discussed in section 2.2 in chapter 2. It is reasonable for a well-implemented system with GC to have a 10% overhead within execution, [94].
3.1.2 The Metric Components

GC work-metrics include pure time and pure evacuated memory. “Pure” here means that either time or memory measurement is used without consideration of the other. Combinations are also possible such as a memory reclaiming rate etc. In general, a GC work-metric must be compatible with the Impl, Trig and Sched components. That is, it must provide the information Trig and Sched need to ensure that deadlines are met.

Other aspects of a good GC work-metric are its simplicity and low-computational cost. It is also important to be able to accurately derive work-metric from available data, but this can be taken too far. For example, in copying implementations pure evacuated memory in Tospace, $E$, is calculated easily by the position of the evacuation pointer $B$ relative to the start $S$, of Tospace. As observed in [54] $E$ is a poor approximation to the actual amount of work performed by the GC because it captures only the cost related to copying and not the cost of finding objects to be copied. Also, the $E$ metric does not incorporate any notion of the total time for a GC cycle. For these reasons it does not provide good guidance for scheduling GC in a real-time system.

In real-time systems, a better GC work-metric is the amount of time actually used for performing GC, [54]. It is time that must be controlled and distributed throughout a whole GC cycle in order to meet deadlines. A comprehensive GC cost model that will be presented in chapter 4 shows how to convert all the GC-related work into time, which is directly useful in real-time systems.

3.1.3 The Trig Components

The Trig component of the framework is the rule for determining when a GC cycle is needed. It may use work-based metrics such as the amount of available memory or the predicted amount of garbage. Alternatively, it may use time-based metrics such as wall-clock time, time consumed by the mutators, or predicted time needed to complete a GC cycle. Within a GC cycle the Sched component describes the way that GC increments are interleaved with mutator execution. Hybrid
rules involving both time and work are also possible.

GC triggering and scheduling have received much attention recently, such as Henriksson’s and Robertz’s PhD theses, [54, 83], and Bacon’s paper on time-based scheduling for real-time Java GC, [7]. Henriksson also addresses techniques of reserving memory for high-priority processes in case normal memory is exhausted (because the GC did not keep up).

3.1.4 The Sched Components

Scheduling involves jointly scheduling GC work together with mutator work. Two questions must be answered: when to start an increment and how much work to do before switching back to a mutator. For instance, if time is chosen as the GC work metric as in [83], fixed priority scheduling and earliest deadline first (EDF) scheduling for real-time tasks can be directly applied to schedule GC work. In [61], time is also chosen as a GC work metric, but GC work is scheduled as a sporadic real-time task with an estimation of its worst-case response time used as the GC cycle deadline. Evacuated memory is used as the GC work metric in [54]. It schedules GC work based on a comparison between the GC current work ratio and a minimum GC ratio computed \emph{a priori}.

If the \emph{GC incrementality}, defined to be the GC increment size in either GC work or CPU time, is explicitly controllable, then GC can be scheduled with a set of GC incrementality parameters. Such GC Sched instances will be extensively discussed in chapter 5 together with schedulability analysis.

3.1.5 Examples of use of the RTGC framework

The RTGC framework can be used to describe, analyze and identify key components of an existing RTGC approach. In order to illustrate the use of the proposed RTGC framework now several existing RTGC approaches are described beginning with Baker’s original system, [8].

- \textbf{RTGC proposal 0: Baker78 [8]}

\footnote{The detail scheduling strategy in [54] is given in subsection 3.1.5.}
– Impl Minsky garbage collector, [78], with read barrier;

– Trig TRUE; as soon as one GC cycle ends the next one begins;

– Metric Pure evacuated memory;

– Sched Each time an object is allocated, an increment of scanning and copying is done so that the rate of copying collection work keeps up with the rate of allocation [94]. The GC work within an increment is proportional to the size of the allocation request.

• RTGC proposal 1: Henriksson98 [54] The work focuses on embedded systems which are assumed to have a number of high-priority (typically periodic) threads that must meet hard deadlines.

– Impl Copying GC;

– Trig Based on the three-level priority scheme, GC motivated by low-priority processes is triggered when allocation occurs; however, allocation from high priority processes does not trigger GC. Instead, GC motivated by high-level priority processes forms the middle-priority process and is triggered when no high-priority process is in a runnable state;

– Metric GC work, $W$, is measured by the amount of evacuated memory. The measurement improves on pure evacuated memory by taking into account other GC time-consuming activities yielding a better approximation to the actual time used by the GC. Other important metrics of the scheme are: $A$, the amount of memory newly allocated in the current GC cycle $W_{max}$, the estimated total work of a GC cycle, and $F_{min}$, the minimum amount of memory available in Tospace immediately following a flip. The GC ratio, $GCR = W/A$, indicates how well the GC is keeping up with allocation;
- **Sched** A GC increment must be scheduled when \( GCR < GCR_{\text{min}} = \frac{W_{\text{max}}}{F_{\text{min}}} \), interrupting mutator activity if necessary. Scheduling is based on the three-level priority process scheme together with triggering and interruption policies described above. GC Scheduling was proposed in order to tune the collector to a specific real-time task set and real-time platform. Schedulability of the garbage collector verified that such GC work with the high-priority processes of the system is schedulable.

- **RTGC proposal 2: Kim99 [61]**
  - **Impl** A modified copying GC with hardware support for fast initialization of to-space;
  - **Trig** GC is triggered when the current amount of available memory becomes less than a certain threshold: \( M_{\text{current}} \leq M_{\text{threshold}} \);
  - **Metric** pure time;
  - **Sched** GC is scheduled as an aperiodic task using the *sporadic server* technique. GC worst-case response time, \( R_{\text{GC}} \), is derived by means of memory consumption, \( M_c \), and memory reclamation, \( M_r \); functions obtained from the programmer for a real-time system with a fixed set of periodic tasks. A recent paper, [95], modifies this approach, using deferrable server scheduling and obtaining superior memory utilization.

- **RTGC proposal 3: Robertz03 [83]**
  - **Impl** No fixed GC implementation is assumed: any GC meeting a defined GC interface, [58], can be used;
  - **Trig** A deadline is calculated for completion of each GC cycle. It is obtained from *a priori* knowledge of mutators’ memory usage metrics and from a run-time feedback facility. Triggering of a GC cycle is implicit in the estimated adaptive GC cycle time \( T_{\text{GC}} \);
- **Metric** The actual CPU time spent in GC’s work. Robertz describes a method for predicting the GC time in a GC cycle;

- **Sched** Since each GC cycle has a deadline it is scheduled as any other real-time task using real-time scheduling such as EDF.

- **RTGC proposal 4: Bacon03 [7]**
  - **Impl** A mostly non-copying (mark-and-sweep) GC. When large enough blocks are available the collector is non-copying but when fragmentation prevents allocation limited copying will be done;
  
  - **Trig** A GC cycle is triggered when the amount of memory in use reaches a pre-defined threshold similar to the Kim99 RTGC. The chosen threshold is \( m + e \) where \( m \) is the maximum live heap memory and \( e \) is the space required to allow allocation to proceed during a GC cycle;
  
  - **Metric** The collector can be controlled using either time or space metrics.
  
  - **Sched** Depending on the metric in use, GC is allowed to execute for \( C_T \) CPU time or process \( C_W \) MB memory before yielding to the mutator. Similarly, mutators may expend \( Q_T \) CPU time or allocate at most \( Q_W \) MB memory before yielding to the GC. One of the main results is that interrupt-driven scheduling based on the space metric and scheduling based on the time metric are essentially equivalent.

JOSES, [30], includes a RTGC approach based on reference counting. The Real-time Reference Counting (RTRC) scheme does not fit well in our RTGC framework because there is no way to identify a GC cycle. In RTRC all GC work takes place incrementally during allocations and pointer manipulations. The RTRC proposal describes how to bound the execution time of these incremental operations using deferred reference counting, [92], but as in [8] there is no attempt
to estimate the overall work required for collection. Further, reference counting collectors require backup from a tracing collector to solve the problem of cyclic garbage. Region-based approaches such as that of [56] also fall outside the current framework.

In this dissertation, the modified mark-and-sweep Boehm-Demers-Weiser (BDW) collector was implemented in the Mono runtime, [96], to prototype the system model and RTGC framework described here. The detail implementation will be given in chapter 4. As the last example of the use of the RTGC framework in this section, our modified BDW collector is described as:

- **Impl** A mark-and-sweep BDW GC. A 2-level hierarchical allocation mechanism separately allocates large objects (bigger than one half the allocator page size) and small memory objects is used as the allocator;

- **Trig** A GC cycle is triggered when either the amount of free memory drops below a pre-defined threshold or according to the pre-calculated GC cycle period;

- **Metric** Both the CPU time and GC work unit can be used as GC metrics. The GC work unit is defined as the atomic GC execution performed within a GC phase during one GC cycle. For instance, thread scan is a GC phase in one mark-and-sweep collection cycle and the GC work unit is *scanning one thread stack for references*.

- **Sched** When GC is triggered, the interleaving pattern of GC and mutator work is determined by the calculated GC and mutator increment sizes in terms of CPU time. Such interleaving continues until the completion of the current GC cycle and resumes when the next GC cycle is issued. The Sched component calculates the increment sizes which are further verified by the schedulability analysis to guarantee that real-time deadlines are met.
3.2 RTGC configuration

The RTGC framework described above helps identify key parameters that a designer can use to control the GC behavior of a given GC in a real-time system. A particular set of parameterized rules and parameter values for a collector is termed an RTGC configuration. The RTGC configuration of a GC-enabled system can be fixed at design time or can be changeable, which allows the system to adapt to different workloads as the system runs.

What does an RTGC configuration look like? An RTGC defined in the RTGC framework contains

- entities: Metric and Impl that provide ways to measure and characterize GC;
- rules: Trig and Sched that describe how GC work is invoked and distributed.

The rules and parameter values that control Trig and Sched, i.e., the RTGC configuration, are chosen using knowledge of the real-time system’s workload and details of the mutator’s allocation behavior. Table 3.1 presents possible configuration metrics and table 3.2 present possible GC triggering rules for generic time-based and work-based RTGCs. Not all of these configuration metrics and rules would be used in any given configuration.\(^2\)

Consider a time-based RTGC with utilization \(U_M\) and \(U_{GC}\) as metrics. A configuration might

\[^2\]In table 3.2 of the GC triggering formulas, the metrics with a superscript thre are the preset values to be compared to the metric’s observed values.
Table 3.2: RTGC configuration rules - Trig

<table>
<thead>
<tr>
<th>Formula</th>
<th>Explanation: GC is triggered when...</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_M &gt; t_{thre}^{M} )</td>
<td>mutator continuously consumes CPU time for ( t_{thre}^{M} )</td>
</tr>
<tr>
<td>( t_{GC} &lt; t_{thre}^{GC} )</td>
<td>GC is continuously suspended from CPU time for ( t_{thre}^{GC} )</td>
</tr>
<tr>
<td>( U_M &lt; U_{thre}^{M} )</td>
<td>when mutator utilization goes beyond ( U_{thre}^{M} )</td>
</tr>
<tr>
<td>( U_{GC} &lt; U_{thre}^{GC} )</td>
<td>when GC utilization goes below ( U_{thre}^{GC} )</td>
</tr>
<tr>
<td>( U_{ratio} &gt; U_{thre}^{ratio} )</td>
<td>when mutator/GC utilization ratio goes beyond ( U_{thre}^{ratio} )</td>
</tr>
</tbody>
</table>

- **Time-based**
- **Work-based**

contain the rule *trigger GC when*

\[
(U_M > U_{thre}^{M}) \lor (U_{GC} < U_{thre}^{GC}) \lor (U_{ratio} > U_{thre}^{ratio})
\]

along with values for thresholds \( U_{thre}^{M} \), \( U_{thre}^{GC} \), and \( U_{thre}^{ratio} \). This particular rule captures the concern that GC work should not be allowed to get too far behind mutators’ allocation (so as to avoid memory exhaustion). Similarly for scheduling, the rule *suspend GC work when* \( U_M < U_{thre}^{M} \), with a different threshold for mutator utilization, may be needed to ensure sufficient time is available for the mutators.

Some possible RTGC scheduling rules, when GC cycle is triggered, are:

- **Rule #1**: Schedule GC using estimated GC granularity which is the number of increments per GC cycle
- **Rule #2**: Schedule GC using its worst-case response time \( R_{GC} \) (GC cycle deadline) with a sporadic server (SS)
- **Rule #3**: Assign GC increment with a calculated time quanta \( t_{GC} \) to interleave with mutators until a GC cycle is complete
- **Rule #4**: Assign GC increment with a set of computed work-based quanta, such as scanned
thread stack quanta $t_{GC}$, evacuated memory quanta $m_{GC}$ etc. to interleave with mutators until a GC cycle is complete

- **Rule #5:** Issue GC increments when certain condition rule becomes true, for instance, $U_{GC} < U_{GC}^{thre}$. Similarly, suspend GC execution when such condition rule becomes false.

### 3.3 System model for GC-enabled Real-time systems

In the RTGC framework in section 3.1, any particular RTGC proposal consists of four elements: *Impl, Trig, Metric* and *Sched*. The system model introduced here provides a uniform way to describe a GC-enabled real-time system where GC is modeled using the RTGC framework. It also generalizes the systematic RTGC approach that derives GC scheduling parameters by giving a real-time system with its workload. The system model lays out the necessary components to assist real-time developers to use GC in a predictable way.

We now describe a system model $\Psi = (\Gamma_{N+1}, GCCM, SCHED)$ for GC-enabled real-time systems on uniprocessors where GC is modeled using the RTGC framework. Here, $\Gamma_{N+1}$ is a real-time task set with the GC task, $GCCM$ is the GC cost estimation component and $SCHED$ is the integrated GC scheduling and schedulability analysis component. These three components are explained separately in this section.

#### 3.3.1 Task model $\Gamma_{N+1}$ component

A real-time task set can be modeled in several ways. These models include (1) *periodic or sporadic model*, [11, 15, 33], which is used to model a general real-time system comprised of a finite collection of tasks; (2) *multiframe model*, [3], which was proposed to accurately model multimedia traffic; (3) *generic recurring real-time task model*, [85], which models conditional real-time code by directed acyclic graph etc. Here we consider periodic or sporadic task models and tailor them to fit the GC-integrated real-time systems.
The task model follows closely as the one established in [15] for the convenience to integrate a general schedulability analysis for fixed-priority real-time systems. Such schedulability analysis will be integrated in our RTGC scheduling mechanisms in chapter 5.

A real-time task set with RTGC, denoted as $\Gamma_{N+1} = \Gamma_N \cap \{\tau_{GC}\}$, where $\Gamma_N = \{\tau_1, \cdots, \tau_N\}$ of $N$ periodic (or sporadic) tasks, where each task $\tau_i = (\Phi_i, C_i, \sigma_i^{wb}, T_i, D_i, A_i, B_i)$ is characterized by: an initial activation time $\Phi_i$; a worst-case execution time $C_i$; a (write or read) barrier cost $\sigma_i^{wb}$ derived using the GC cost model; a period (or a minimum inter-arrival time for sporadic tasks) $T_i$; a relative deadline $D_i$ not greater than $T_i$; $A_i$, the worst-case memory allocation during one request of task $\tau_i$; and a blocking time $B_i$, where $B_i = 0$ for task sets with independent tasks and $B_i \geq 0$ for task sets with dependent tasks using shared resources. The relative deadline $D_i$ is no greater than $T_i$ that $D_i \leq T_i$. In a GC-enabled real-time system, the worst-case execution time of a real-time task $\tau_i$ is recalculated by $C_i \ast \sigma_i^{wb}$ to include the GC barrier overhead. The task model $\Gamma_{N+1}$ in $\Psi$ here does not include spontaneous tasks, since they have unbounded arrival rates and related analysis can only have statistical guarantee.

Without loss of generality when fixed priority assignment (FP) scheduling is used, the tasks in $\Gamma_N$ are ordered by decreasing priority, where $\tau_1$ has the highest priority. Tasks ordered in decreasing priorities are denoted as:

$$\Gamma_{N+1} = \{\tau_1, \cdots, \tau_i, \tau_{GC}, \tau_{i+1}, \cdots, \tau_N\}$$

$\tau_{GC}$ is an individual task that provides garbage collection work. A GC cycle is one invocation instance of $\tau_{GC}$, which is scheduled in GC increments. Similarly, GC task $\tau_{GC}$ is characterized as $\Phi_{GC}$ (GC activation time), $C_{GC}$ (GC cycle worst-case execution time), $T_{GC}$ (a period or a minimum GC cycle inter-arrival time), $D_{GC}$ (relative deadline which is not greater than $T_{GC}$). The $C_{GC}$ is the major estimate computed by the GC cost model in chapter 4.
Each task $\tau_i$ in $\Gamma_{N+1}$ consists of an infinite sequence of jobs, where $\tau_{ik}$ denotes the $k$th job of task $\tau_i$. The release time of task instance $\tau_{ik}$ is denoted as $r_{ik} = \Phi_i + (k - 1) \cdot T_i$. For each task $\tau_i$, the ratio $U_i = \frac{C_i}{T_i}$ is called the utilization factor of task $\tau_i$. And the value $U_p = \sum_{i=1}^{N} U_i$ is called the total CPU utilization factor.

In order to specify the real-time tasks’ dependency, which is usually characterized as precedence and synchronization constraints, [43], $Dep = (D, \overline{D})$ denotes such dependency features, where $D$ groups all real-time tasks with dependencies while $\overline{D}$ gathers the rest of individual tasks. The structure of the set $D$ further describes the exact dependency among the tasks.

The most simple scenario is that the complete real-time tasks are independent that $Dep = \{NULL, \{\tau_1, \cdots, \tau_n\}\}$. The other common scenario is that some tasks execute in Producer-Consumer pattern, $Dep = \{\{\tau_{pl}, \tau_{cl}\}, \cdots , \{\tau_{pk}, \tau_{ck}\}\}, \{\tau_i, \cdots , \tau_j\}\}$, which groups tasks in Producer-Consumer pattern in pairs in $D$ and those independent tasks in $\overline{D}$. Task dependencies affect object lifetimes, such that objects residing in shared-memory extend their lifetime as long as there are active threads using them. The extended object lifetimes eventually affect the amount of live memory an application needs that changes GC work load. Characterizing the real-time tasks dependency helps providing better options to obtain GC-related metrics in the automated RTGC approach. A discussion of estimating maximum live memory in section 3.4 shows how dependency affects the estimation.

3.3.2 GCCM component

The GCCM component in the system model computes the GC-related cost along with the workload. In other words, it abstracts the computation of the GC-related cost, for instance, the worst-case GC cycle execution time, $C_{GC}$, in terms of (1) the performance of collector operations and (2) the garbage collection load offered by real-time tasks. Here,

$$GCCM = (In_{GC\_impl}, In_{App\_impl}, Out_{GC}, Out_{\text{barrier}})$$
Each element in the GCCM will be explained separately after presenting the basic GCCM architecture.

Separation of these aspects allows prediction of system behavior from knowledge of component behavior and environmental specifications. Figure 3.2 shows the basic architecture that constitutes a valid GCCM. It also depicts the flow of GC-related cost computation.

Figure 3.2: GC Cost model GCCM

In summary of the GC cost model architecture, the GCCM takes a real-time system with workload and GC implementation as inputs and calculates the GC-related costs for both the GC task and mutator tasks as outputs.

1. GCCM inputs:

   - **GC impl** $I_{GC\text{impl}}$: determines the performance of collector operations. A GC phase diagram is drawn to describe all the phases that form a GC cycle. The GC phase diagram helps identifying different GC operations so that a set of GC cost coefficients can be defined. This set of GC cost coefficients should be stable across a variety of applications on a targeted system.

   - **Real-time system impl** $I_{App\text{impl}}$: the real-time task set determines the GC load. Thus, the application-dependent parameters are the factors determining the GC-related cost. The parameters are $L$ (the maximum amount of live memory of the real-time application), $R$ (maximum root size), $\theta$ (an upper bound on reference density) *etc.* Section 3.4
discusses approaches to obtain these application-dependent parameters.

2. GCCM outputs:

- **GC cost estimates** $Out_{GC}$: the major estimate is the worst-case GC cycle execution time, $C_{GC}$. Another estimate is the GC scheduling resolution, $\nu_{GC}$, which affects the mutator pause time imposed by GC execution when GC is triggered. In other words, the mutator pause time from executing GC is no less than the GC scheduling resolution, $\nu_{GC}$. The use of $\nu_{GC}$ will be given in section 5.2.3 in chapter 5 with the scheduling mechanisms. The sizes of GC increments are other interesting estimates.

- **Barrier cost estimates** $Out_{barrier}$: estimates the GC barrier operations cost carried out by mutators. This overhead should be treated as a tax added to the mutator execution. For instance, a real-time task with an original worst-case execution time $C_i$ needs be recalculated as $C_i \cdot \sigma_{wb}^i$ when GC is integrated, where $\sigma_{wb}^i$ is the barrier cost for real-time task $\tau_i$ computed in the GCCM.

Both the GC cost and barrier cost need knowledge of the GC impl and the application-dependent parameters to perform the cost calculation. A case study of the GC cost model with a copying collector (CC), GCCM$_{CC}$ is given in section 3.5.1. A detailed GC cost model for a mark-and-sweep collector (MS) is presented and implemented in chapter 4.

3.3.3 SCHED component

The SCHED component in the system model computes the GC scheduling parameters in terms of either RTGC configuration parameters described in section 3.2 in the RTGC framework or a classical real-time task’s scheduling parameters.

$$SCHED = (SP, (\xi_{GC}|\bar{\xi}_{GC}))$$
where \(SP\) is the chosen real-time scheduling and schedulability analysis policy, \(\xi_{GC}\) is the RTGC configuration based GC scheduling parameters and \(\bar{\xi}_{GC}\) is the classical real-time task’s scheduling parameters, i.e., \(T_{GC}\), the period of the GC task; or \(R_{GC}\), the worst-case GC response time. Each element in the \text{SCHED} will be explained separately after presenting the basic \text{SCHED} functionality.

The GC execution characterized by either \(\xi_{GC}\) or \(\bar{\xi}_{GC}\) needs be scheduled with the real-time task set under the scheduling and schedulability policy described in \(SP\). Figure 3.3 shows the basic functionality that a valid \text{SCHED} needs have.

**Figure 3.3: The GC scheduling component \text{SCHED}**

With the GC scheduling resolution, \(v_{GC}\) and the heap requirement, \(H\), \text{Sched} takes the knowledge of \(\Gamma_{N+1}\) as inputs, and outputs GC scheduling parameters, such as \(\xi_{GC}\) or \(\bar{\xi}_{GC}(R_{GC}, T_{GC}, \text{etc.})\). Schedulability analysis in \(SP\) verifies the scheduling outputs feasibility. The \(v_{GC}\) and the heapsize \(H\) are tunable with various GC scheduling parameters. (Tunable attributes have “black dots” associated with the arrow in the figure.)

The attributes are known or computed (by GCCM) \textit{a priori} in \(\Gamma_{N+1}\), for instance, the real-time task’s worst-case execution time, \(C_i\), the worst-case GC cycle time \(C_{GC}\). \(v_{GC}\), the GC scheduling resolution and \(H\), the system heapsize are two hardware platform-dependent parameters that are involved in the \text{SCHED}. During the scheduling and schedulability analysis process with \(SP\), these two systematic parameters are tunable with GC execution parameters using either \(\xi_{GC}\) or \(\bar{\xi}_{GC}\).

In summary, the \text{SCHED} takes mutator and GC’s attributes as inputs and calculates the GC execution parameters in terms of \(\xi_{GC}\) or \(\bar{\xi}_{GC}\).
• *SP* the space of scheduling here aims at two groups of real-time systems: *minimum mutator utilization* MMU-based systems,\(^3\) [26] and fixed-priority systems with preemption.\(^4\) For the fixed-priority systems, the scheduling policy that we consider handles arbitrary priority assigning methods, for instance, rate-monotonic scheduling (RMS) is the most common used one. When task synchronization occurs, existing protocol, for instance, priority inheritance protocol (PIP) or priority ceiling protocol (PCP), [86], can compute real-time tasks blocking factor so to support schedulability analysis.

• \(\xi_{GC}\) GC task is issued according to a RTGC configuration instance usually with higher priority than other mutator tasks. Recall that a particular set of parameterized rules and parameter values is termed a *RTGC configuration* in section 3.2. An RTGC configuration instance \(\xi_{GC}\) consists of three parts:

\[
\xi_{GC} = (m, \epsilon_{GC}, (P_{GCI} \& \& P_{MI}))
\]

where \(m\) is the GC execution mode that contains time-based \((t)\), work-based \((w)\) and hybrid \((h)\) execution modes; \(\epsilon_{GC}\) is the GC invocation boolean expression that evaluates to trigger GC cycles when the expression turns FALSE; and \(P_{GCI}\) and \(P_{MI}\) are GC increment and mutator increment quanta in CPU time or work. Three sample RTGC configuration instances \(\xi_{GC_h}, \xi_{GC_t}\) and \(\xi_{GC_w}\) are:

\[
\begin{align*}
\xi_{GC_h} &= ((m = h), (\epsilon_{GC} = F > H \ast \alpha), (P_{GCI} = T)) \\
\xi_{GC_t} &= ((m = t), (\epsilon_{GC} = U_{GC} > U_{GC_{min}}), (P_{GCI} = T)) \\
\xi_{GC_w} &= ((m = w), (\epsilon_{GC} = A_M), (P_{GCI} = N))
\end{align*}
\]

\(^3\)MMU is the minimum mutator utilization over a given time interval \(\Delta t\), denoted as \(\mu_{MMU}\).

\(^4\)The scheduling considered here is *predictable* that is in contrast to *heuristic* scheduling.
$\xi_{GC_h}$ shows a hybrid mode RTGC where GC cycle is triggered when free memory $F$ drops under fraction $\alpha$ of total heap $H$, and each GC increment is assigned with minimum time $T$. $\xi_{GC_t}$ is a time-based RTGC, GC cycle is triggered when GC CPU utilization $U_{GC}$ drops under its expected minimum value $U_{GC_{min}}$, and each GC increment is assigned with minimum time $T$. $\xi_{GC_w}$ shows a work-based RTGC, GC cycle is triggered when mutator allocation rate $A_M$ goes beyond a preset value $A_{safe}$, with different GC implementation, GC increment is assigned $N$ execution steps depending on which GC phase the GC cycle is undergoing.

RTGC configuration instance shows how GC is interleaved with mutators when GC is triggered, and GC cycles are scheduled as a periodic or aperiodic real-time task in order to perform the integrated schedulability analysis with the real-time task using existing approaches. Each RTGC configuration instance also has a scheduling parameter such as $T_{GC}$ or $R_{GC}$. The choice of the scheduling parameters depends on the scheduling policy described in $SP$.

In chapter 5, two detailed instances of the RTGC configurations $\xi_{GC_w}$ and $\xi_{GC_t}$ are extensively designed and analyzed with the chosen scheduling policies. Algorithms are proposed to support the schedulability analysis and implemented to assist the use of our modified BDW collector.

- $\xi_{RTGC}$ GC task is scheduled as a classical periodic or aperiodic task and GC’s interleaving with mutators are implicitly taken care of by the scheduler. As a periodic task, GC period $T_{GC}$ is the scheduling parameter. As an aperiodic task, GC response time $R_{GC}$ is the scheduling parameter to calculate. Aperiodic tasks are usually served by periodic servers, characterized as server capacity $C_S$ (maximum execution time) and server period $T_S$. There are various algorithms for these servers that differ in performance and computation complexity. There are polling server(PS), [61, 5], deferrable server(DS), [90], constant bandwidth server (CBS), [67], sporadic server (SS), [89] etc.
In section 2.4.2 in chapter 2, a list of existing work on GC scheduling mechanisms are presented. There approaches can be described using our SCHED. For instance, Bacon’s GC scheduling mechanism can be denoted as $SCHED_{Bacon} = (MMU, \xi_{GC_{Bacon}})$, where

$$\xi_{GC_{Bacon}} = (m = T \parallel W, \epsilon_{GC} = F > H*\alpha, (P_{GCI} = C_T \& \& P_{MI} = Q_T) \parallel (P_{GCI} = C_W \& \& P_{MI} = Q_W))$$

Robertz’s GC scheduling mechanism, [83], can be denoted as $SCHED_{Robertz} = (EDF \parallel RMS, \xi_{GC_{Robertz}})$, where GC is scheduled as a periodic task with the computed $T_{GC}$.

Low-latency requirement and RTGC-configuration based GC scheduling

Some real-time systems correctness depends not only on the logical result of computations, the real-time tasks deadlines but also on guaranteed low-latency [2]. In other words, the system latency needs be bounded. Examples include the mission critical real-time applications, for instance, given the speed of missiles, it is critical for the flight test operator to be given the position information as fast as it is acquired. In other words, the lowest possible latency of the telemetry processing system is essential. Other examples include audio applications that need system keeping up with the audio streaming or network communication applications, such as high-speed data transfer [10, 40] that need the time delay between receiving input data and responding to that data, desire low-latency. RTGC-configuration based GC scheduling $\xi_{GC}$ is based on an ability to control GC incrementality explicitly. The possible mutator pause time imposed by the GC execution can be controlled by the explicit GC incrementality and schedulability analysis covers the latency concern as well.

The explicit GC incrementality controllability is an RTGC implementation choice. A prototyped RTGC introduced in section 4.4 in chapter 4 will show the detail implementation.
Table 3.3: Partial inputs for the system model

<table>
<thead>
<tr>
<th>Input names</th>
<th>Element name in $\Psi$</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_i, A_i$</td>
<td>$\Gamma_{N+1}$</td>
<td>the maximum real-time task’s allocation during its single invocation</td>
</tr>
<tr>
<td>$L$</td>
<td>GCCM</td>
<td>the maximum live memory at any point during an application’s execution</td>
</tr>
<tr>
<td>$R$</td>
<td>GCCM</td>
<td>a root-set generally consists of global, static data, register data, and thread stacks.</td>
</tr>
<tr>
<td>$\theta$</td>
<td>GCCM</td>
<td>the maximum number of references per unit of heap size, hence the maximum reference density in heap</td>
</tr>
</tbody>
</table>

3.4 Application-dependent parameters

In the system model, component $\Gamma_{N+1}$, GCCM and SCHED need application-dependent memory usage knowledge to perform the computations. Real-time tasks maximum allocation $A_i$ in $\Gamma_{N+1}$ should be obtained a priori. GCCM needs have the maximum live memory $L$, maximum root set size $R$, maximum reference density $\theta$ etc. to compute the GC-related cost. And SCHED needs use the GC cost estimates together with knowledge of real-time workload to calculate the GC scheduling parameters.

Modeling the interactions between the application, scheduler, and GC to derive values for $A_i, L, R$ etc. is, at this time, an open problem. This section provide a brief discussion on the current available techniques to determine some of these values that are listed in table 3.3.

These metrics are common across various GC implementations. Different GC implementations may require additional application-specific memory usage metrics, for instance, a more complete set of metrics will be given in chapter 4 for a mark-and-sweep collection implementation. The metrics in table 3.3 are:\(^5\)

- $\Gamma_{N+1}.\tau_i.A_i$: maximum real-time task’s allocation during its single invocation.

Worst-case execution time analysis already determines the maximum execution time that can be consumed over all possible paths in real-time tasks. It is straightforward to determine maximum amount of data allocated over any possible path for an request of task $\tau_i$. How to statically obtain maximum allocation is demonstrated in [49, 72].

\(^5\)Each metric is denoted in the form of $P.Q$, where $P$ shows the component name in the system model and $Q$ is the metric’s name.
• GCCM.\textit{L}: maximum live memory at any point during an application’s execution.

The maximum live memory \textit{L} is statically undecidable. Type analysis or bounding annotation techniques can be applied so that \textit{L} is determined for a subset of applications with constraints. Chin \textit{et al.}, [27], proposed static memory usage analysis on the basis of type system with size properties that specifies the amount of memory required to execute a well-typed object-oriented program. Leena, Stoller and Liu, [91], demonstrated an automatic space usage analysis approach for their language named \textit{MEMFL} which contains many features commonly found in high-level languages. Persson, [80], made an attempt to derive such bounds using annotations, such as specifying the maximum recursion depth. It is generally assumed that developers who execute Java applications know maximum live memory for a given application, [91, 49, 16, 72].

For applications with a steady state of memory usage, maximum live memory can be approximated by the memory usage using profiling techniques, [37], when applications reach the steady state. Pessimistic estimation based on allocation with worst-case object lifetime gives maximum live memory. Task dependency \textit{Dep} characteristics affect the maximum live memory estimation.

• GCCM.\textit{R}: maximum root set during an application’s execution.

A root-set consists of global, static data, register data, and thread stacks. For a tracing collector, root size is estimated by the sum of the data segment size \textit{R}_d processes and the maximum thread stack size \textit{R}_t multiplied by total number of threads \textit{n}, therefore, \textit{R} = \textit{R}_d + \textit{n}\textit{R}_t. High-level languages allow users to set the maximum thread stack size when executing an application, [37, 72, 49].

• GCCM.\textit{\theta}: the maximum reference density in heap during an application’s execution.
Since liveness is determined by tracing references from a program’s live root-set, reference density directly affects GC work load. Reference density differs in total reference density $\theta$ and non-null reference density $\theta_{nr}$. Fortunately, in languages like Java or C#, reference fields are explicitly declared. Each object type’s reference density can be determined as long as all object types are known \textit{a priori}. Worst-case total reference density can be bounded by assuming worst-case reference density for all objects, [72]. Worst-cast non-null reference density can be bounded by assuming that all references are non-null.

Discussions for other application-dependent parameters can be found in [14, 35, 37].

3.4.1 Task dependency and application-dependent parameter estimates

Recall that the maximum live memory at any point during an application’s execution is statically undecidable. Type analysis or bounding annotation techniques are applied in order to statically decide maximum live memory for a subset of applications with constraints. Another option is using maximum mutator allocation $A_{max}$ to estimate maximum live memory $L$. The calculation of $A_{max}$ for an application is affected by tasks execution dependency.

In this section, a task set having only independent tasks and one containing producer-consumer task dependency are analyzed separately. Assume that $L_{init}$ is the maximum live memory during system initialization, including runtime initialization and application initialization before the real-time tasks are scheduled to execute.

- In the case that only independent mutator tasks in $\Gamma_N$, maximum live memory $L$ is calculated with Equation (3.1).

$$L = \sum_{i=1}^{N} A_i + L_{init} \quad (3.1)$$

where, the maximum live memory for the real-time task set are estimated using the task maximum allocation $A_i$'s.
• In the case that there are producer-consumer tasks in $\Gamma_N$: we only consider the one-to-many producer-consumer dependency here, where there are multiple consumers consuming the “products” produced by a single producer. A $1 - m$ producer-consumer task group is denoted as $PC_{ip} = (\tau_{ip}, \tau_{ic_1}, \cdots, \tau_{ic_{np}})$, where $\tau_{ip}$ is the producer task and $\tau_{ic_k}$ with $k = 1 \cdots n_{ip}$ are the consumer tasks. An example of this communication is a sensor driver thread that periodically collects data and puts them for further processing by one or more consumer threads.

For a real-time task set $\Gamma_N$ with $1 - m$ producer-consumer task groups, the task dependency $Dep.D$ consists of $PC_1p, \cdots, PC_{ip}, \cdots, PC_{Np}$. How much data will be alive in the worst case if producer-consumer task groups exist in $\Gamma_N$?

The worst case happens when a consumer $\tau_{ic_k}$ takes over(uses) all objects produced by producer $\tau_{ip}$ at the start of its period, keeps them alive until the end of the period before freeing them. Therefore, the maximum amount of live data from the consumer $\tau_{ic_k}$ is $\lceil \frac{T_{ic_k}}{T_{ip}} \rceil \cdot A_{ip} + A_{ic_k}$ and the maximum amount of live data from the producer is $\lceil \frac{T_{ic_k}}{T_{ip}} \rceil \cdot A_{ip}$.

The maximum live memory $PC_{ip}$ for a real-time producer-consumer group $PC_{ip}$ is calculated with Equation (3.4.1).

$$L_{PC_{ip}} = n_{ip} \cdot \lceil \frac{T_{ic_k}}{T_{ip}} \rceil \cdot A_{ip} + \sum_{k=1}^{k=n_{ip}} A_{ic_k}$$

Assume that real-time task set $\Gamma_N$ contains $N_{PC}$ real-time producer-consumer group $PC_{ip}$, where $i = 1 \cdots N_{PC}$ and the rest of the real-time tasks are independent tasks. Therefore, the application maximum live memory $L$ is calculated:

$$L = \sum_{i=1}^{i=N_{PC}} L_{PC_{ip}} + \sum_{j\in(\Gamma_N-Dep.D)} A_j + L_{init}$$

(3.2)
3.5 Case Study: model of a real-time system using a copying collector (CC)

This section models a copying collector using the system model described above. \( \text{GCCM}_{\text{CC}} \) and \( \text{SCHED}_{\text{CC}} \) used in this section denote the modeled component \( \text{GCCM} \) and \( \text{SCHED} \) for a copying collector using the system model.

3.5.1 \( \text{GCCM}_{\text{CC}} \)

Minsky is credited with the first copying garbage collector, [78], Cheney with an elegant 2-space collector, [24], and Baker with a real-time version of Cheney’s algorithm, [8]. Here we consider a simple semi-space copying collector with bump pointer allocator, [60]. Incremental GC is supported by a write barrier as described in [26]. Write barrier cost is charged to the mutator in the way that mutator records relevant reference updating information in its thread’s write-log during objects copying. These logs are processed by the GC after it finishes copying objects that can be traced from the root-set.

A GC cycle for this collector can be broken into five phases: initialization, atomic root scan, semi-space copying, deferred write log processing and finally flip. Each thread has its own deferred write log that stores information captured by the write barrier code executed by mutators. Some phases may be executed incremental, which is marked using a cyclic arrow. Figure 3.4 shows the copying collector’s phase diagram, where the “semi-space copying” and “deferred write log processing” are made incremental.

For the semi-space copying phase, the atomic GC work is copying \( m \) bytes memory that takes \( t_m \) in time, and for the deferred write log processing phase, the atomic GC work is processing one thread’s write log \( l \) that takes \( t_l \) in time. The other three GC phases execute atomically with processing time of \( t_{P_0}, t_{P_1} \) and \( t_{P_4} \).

The cost coefficients needed are:

- \( \delta_{r_1} \): scan root set for references (\( \mu\text{s}/\text{KB} \));
Figure 3.4: The copy collector GC cycle phase diagram

- $\delta_r^2$: record one reference in root-scan phase ($\mu s$);
- $\delta_c^1$: scan semi-space heap for references ($\mu s$/KB);
- $\delta_c^2$: process a non-null reference in semi-space copy ($\mu s$);
- $\delta_c^3$: object copying cost ($\mu s$/KB);
- $\delta_{wb}$: record one “write” encountered by mutator ($\mu s$).

With the set of copying GC cost coefficients, atomic states processing time and application-dependent parameters, GC cycle worst-case execution time is calculated:

$$C_{GC} = t_{P_0} + t_{P_4} + R \cdot (\delta_{r_1} + \theta_R \cdot \delta_{r_2}) + L \cdot (\delta_{c_1} + \theta \cdot \delta_{c_2} + \delta_{c_3}) + N \cdot t_l + t_{P_4} \quad (3.3)$$

The GC scheduling resolution $\nu_{GC}$ is no smaller than:

$$\nu_{GC} = max(t_{P_0}, t_{P_1}, t_{P_4}, t_m, t_l),$$

where $t_{P_1} = R \cdot (\delta_{r_1} + \theta_R \cdot \delta_{r_2})$.

---

6Write barrier is a “tax” added to mutator execution by GC, therefore, with the worst-case write counts $W$ and $\delta_{wb}$ the worst-case execution time $C_i = C_i^{orig} + W \cdot \delta_{wb}$.

7$theta_R$ is the maximum root set reference density.
3.5.2 \textit{SCHED}_{CC}

GC task is scheduled as a traditional real-time task without explicit GC incrementality feature. We denote $\text{SCHED}_{CC} = (P_0, \xi_{RTGC})$ where $P_0$ considers two scheduling policies to schedule GC task as a periodic or an aperiodic task respectively.

\textit{Scheduling policy 1 (P_0_1)}

GC task is scheduled as a periodic task using rate-monotonic scheduler (RMS). Task synchronization is considered. The \textit{generalized utilization bound theorem} of [69] shows that a set of $n$ periodic tasks can be scheduled by RMS if:

$$\sum_{i=1}^{n} \frac{C_i}{T_i} + \max\{\frac{B_i}{T_i}, \ldots, \frac{B_{n-1}}{T_{n-1}}\} \geq n(2^{1/n} - 1)$$  \hspace{1cm} (3.4)

Assume that GC task has the highest priority, $T_{GC} \leq T_i$ for all mutator tasks in $\Gamma_{N+1}$, therefore, there is no blocking time for the GC task. Then:

$$\sum_{i=1}^{n} \frac{C_i}{T_i} + \frac{C_{GC}}{T_{GC}} + \max\{\frac{B_i}{T_i}, \ldots, \frac{B_{n}}{T_{n}}\} \geq (n + 1)(2^{1/(n+1)} - 1)$$  \hspace{1cm} (3.5)

From Equation (3.5), GC task period is constrained by

$$T_{GC} \geq \frac{C_{GC}}{(n + 1)(2^{1/(n+1)} - 1)} - \sum_{i=1}^{n} \frac{C_i}{T_i} - \max\{\frac{B_i}{T_i}, \ldots, \frac{B_{n}}{T_{n}}\}$$  \hspace{1cm} (3.6)

which is a necessary condition for the real-time task set $\Gamma_{N+1}$ to be schedulable.

The value of $T_{GC}$ needs also satisfy $T_{GC} \leq T_i$ to preserve that GC task has the highest priority in $\Gamma_{N+1}$. The scheduling and schedulability analysis above might not be able to find a feasible $T_{GC}$. In that case, the assumption that GC task has the highest priority could be removed, schedulability analysis considering the GC task’s blocking time with all mutator tasks can find GC a necessary constrained condition for $\Gamma_{N+1}$ to be schedulable if there is \textit{any}.
If a feasible $T_{GC}$ is found with Equation (3.6), the heap requirement $H$ can be determined. The allocated heap will reach the maximum just before collector flips the two semi-spaces. Implicitly the worst-case time duration between the GC cycle start and GC cycle end (when flipping the semi-spaces) is its period $T_{GC}$. Therefore, the semi-space should be no smaller than maximum live memory plus the amount of memory allocated during the GC period $T_{GC}$. The heap requirement $H$ is:

$$H \geq 2(L + \sum_{i=1}^{n} \lceil \frac{T_{GC}}{T_i} \rceil A_i)$$

(3.7)

**Scheduling policy 2 ($P_{O2}$)**

GC task is scheduled as an aperiodic task using polling server (PS), [5] using RMS. A polling server is defined by a three-tuple $(P_{ps}, C_{ps}, T_{ps})$ with the server priority $P_{ps}$, its maximum capacity $C_{ps}$ and its period $T_{ps}$. The server is assumed to be launched at the initialization of the system. A worst-case response time analysis of $\tau_{GC}$ is extensively discussed in [5] and $\tau_{GC}$ can have arbitrary priority. If $\tau_{GC}$ has the highest priority using an RMS scheduler, in other words, $T_{GC} \leq T_i$ for all mutator tasks in $\Gamma_{N+1}$, the worst-case response time $R_{GC}$ is constrained by:

$$R_{GC} \leq C_{GC} + (T_{ps} - C_{ps})Q$$

(3.8)

where $Q$ is:

$$Q = \lceil \frac{C_{GC}}{C_{ps}} \rceil - \left\lceil \frac{(\lceil \frac{C_{GC}}{C_{ps}} \rceil - 1)C_{ps} + 1 - C_{GC}}{C_{ps}} \right\rceil$$

Before determining the heap requirement, the execution of the aperiodic task $\tau_{GC}$ by the polling server $T_{ps}$ is characterized by $(t_{arriv}, t_{start}, t_{end}, t_{next})$ similarly to the definition in [5], where

- $t_{arriv}$ is the GC triggering time meaning that GC is ready to execute. It is then waiting for
tasks with higher priorities than the polling server to complete. It may also wait for its server capacity to be available.

- \( t_{\text{start}} \) is the time when GC task starts its execution.
- \( t_{\text{end}} \) is the GC cycle completion time when GC flips the two semi-spaces.
- \( t_{\text{next}} \) is the next available time, i.e., the earliest time at or after \( t_{\text{end}} \) when the polling server capacity is not zero, and when the CPU is available to serve the polling server (there is no higher priority tasks occupying the CPU). In other words, it is the time when GC task would be able to start its execution.

![Figure 3.5: The GC execution characteristics with polling server](image)

We need count the maximum amount of memory allocated by each real-time task during \([t_{\text{start}}, t_{\text{next}})\) to determine the heap requirement. It has been shown in [5] that:

\[
\max_i (t_{\text{next}}^i - t_{\text{start}}^i) \leq \max_i (t_{\text{end}}^i - t_{\text{arr}}^i) = R_{\text{GC}}
\]

for all \( i \), in other words, for all the GC cycles. The upper bound for the duration \([t_{\text{start}}, t_{\text{next}})\) is at most \( R_{\text{GC}} - 1 \). The heap requirement is constrained by:

\[
H \geq 2(L + \sum_{i=1}^{n} \left\lceil \frac{R_{\text{GC}} - 1}{T_i} \right\rceil A_i)
\]

(3.9)

### 3.6 Summary

The RTGC framework breaks down the description of real-time garbage collectors into description of their implementation, metrics, triggering rules and scheduling rules. The framework captures
essential characteristics of real-time collectors that use incremental copying and mark-and-sweep techniques. The framework also underlies the idea of an RTGC configuration which describes the rules and parameters used for garbage collection in any particular real-time system.

The system model provides users a uniform way to model the GC-integrated real-time systems, where the GC is modeled by the RTGC framework. The elements in the RTGC framework and the components in the system model are dependent on each other as shown in figure 3.6.

The RTGC framework models the garbage collector and provides interfaces to support the GCCM and SCHED components. These interfaces are: the GC cycle model that assists the generation of the GC cost model and the RTGC configuration that allows explicit control of GC interleaving with the mutators. The existing real-time techniques including real-time task models and scheduling policies are included in the system model as well. Within the system model, data flows
from $\Gamma_{N+1}$, GCCM to SCHED to determine the GC scheduling parameters.

In the following chapters, a detailed GCCM and SCHED components modeled using the system model are presented and implemented for a mark-and-sweep collector. Our RTGC implementation supports the explicit GC incrementality for the RTGC-configuration based GC scheduling.
CHAPTER 4

MODELING GC COST

The existing research work on modeling GC cost is discussed in previous section 2.4.1. Compared to the Bengtsson, Henriksson, Kim, Bacon, and Goh approaches, our approach to modeling GC cost strives to separately model the effects of the GC implementation, the mutator implementation, the offered load from the environment, and the effects of scheduling on the total costs of GC. Like Bacon and Goh, the thesis work seeks to use a granularity just fine enough that the part of the model pertaining to the GC implementation (the GC cost coefficients) is stable across applications and workloads. The model also accounts for the cost of write barriers required by the incremental collection approach but executed by the mutators.

This chapter describes a controllable, incremental, real-time garbage collector that was implemented for Mono 1.1.16 [96], an open source implementation of CLI (Common Language Infrastructure) [39]. A complete GC cost model was built for the implementation. The model consists of a set of GC cost coefficients and a set of application-dependent parameters. The GC cost coefficients are measured based on the GC implementation to achieve GC cost model accuracy. The application-dependent parameters that characterize the effects of mutator behavior are defined in a way that existing programming analysis techniques [27, 72, 80] can be directly used to provide the estimation.

A GC cost model should be pessimistic so that it does not promise what cannot be delivered.

\footnote{The Common Language Infrastructure (CLI) is the ECMA standard that describes the core of the .NET Framework world.}
To be useful for real-time systems, a model’s predicted WCET must be no less than the actual WCET. However, unreasonably large overestimates are also problematic as they may lead to the incorrect conclusion that the application cannot be feasibly scheduled. A pessimism metric of a model assesses the degree to which the model’s predictions exceed the measured worst-case cost in particular situations. A pessimism of 1.0 corresponds to perfect estimates. Conservative estimates have larger pessimism. The experimental validation of our model suggests that removing low-frequency outliers from the measured costs of individual operations provides significantly less pessimistic overall cost estimates. While this approach is dubious for hard real-time systems, it’s use in soft real-time systems improves schedulability in resource-constrained systems. For hard real-time, a more direct attack on the sources of the outliers will be needed.

The remainder of this chapter is organized as follows. Section 4.1 illustrates our mark-and-sweep GC impl upon which the GC cost model will be built. The mark-and-sweep GC implementation holds the RTGC characteristics in the RTGC framework. Section 4.2 presents a detail GC cost model for the mark-and-sweep GC impl. It calculates the GC-related cost, for instance, the worst-case GC cycle execution time $C_{GC}$ for the GC task and write barrier cost for the mutator task. Section 4.3 extends the GC cost model with the real-time tasks. Section 4.4 illustrates the RTGC implementation that is adapted from Boehm-Demers-Weiser(BDW) GC [21] in Mono [96]. Our RTGC implementation supports the explicit GC incrementality. Experiments performed in section 4.5 show that the GC cost coefficients are stable across applications and workloads. To assist GC incrementality, atomic GC work for each GC phase is defined and calculated using the GC cost model. The atomic GC work is the minimum uninterruptible GC work in the GC phase. Section 4.6 shows how eliminating outlier measurements costs reduces the pessimism. The GC cost estimates are improved with adjusted worst-case cost coefficients, which covers over 99%th percentile measurements. The use of adjusted worst-case cost coefficients are studied and validated with the estimates of the GC cycle cost, GC increment costs and write barrier costs. Section
4.7 gives the summary.

4.1 The mark-and-sweep GC Impl

The mark-and-sweep GC implementation follows the RTGC characteristics discussed in the RTGC framework. The RTGC framework is also used to assist the build of a GC cost model.

- For the GC impl, the RTGC framework identifies important characteristics and parameters of each GC component that have to be modeled and controlled in order to meet the goal of applying GC in real-time systems. A valid RTGC implementation needs to add three characteristics to the classical garbage collectors: incrementality, measurability and schedulability. For real-time systems, a complete garbage collection (a GC cycle) cannot be executed as one atomic action, while the mutator does nothing. Fine-grained interleaving of small units of garbage collection work (GC increments) with small units of real-time task execution is required.

- For the GC cost model, recall that the Real Time Garbage Collector (RTGC) framework introduced in chapter 3 contains four elements: Impl, Metrics, Trig and Sched. In general, a GC work-metric must be compatible with the Impl, Trig and Sched. That is, it must provide the information that Trig and Sched need to ensure that deadlines are met. The GC cost model presented in this chapter deals with a group of GC work-metrics. They are the number of references checked by thread stack scan, the amount of live heap scanned by heap marker and the amount of empty blocks reclaimed by heap sweeper etc. Decomposing these GC work-metrics into (1) the performance of collector operations and (2) the GC load offered by a real-time task generates a set of GC cost coefficients and a set of application-dependent parameters constituting the GC cost model. For instance, the work-metric the number of references checked by thread stack scan’s cost leads to the need for a cost coefficient examine one reference in thread stack and an application-dependent parameter stack reference.
density. There are eventually used to determine the GC cost for the GC impl.

In this section, the Mark-and-sweep (MS) collector is used as the GC Impl. For which a GC cost model is built. To support incrementality, all phases that can take arbitrarily long have been incrementalized in the GC Impl, which makes the MS collector more nearly a real-time collector. A 2-level hierarchical allocation mechanism is used. as the allocator. It separately allocates large objects (bigger than one half of the allocator page size) and small memory objects. Objects maybe made uncollectable by registering them with the collector. The root scan phase, before heap marking, is further divided into two phases: (nonthread)root scan and thread stack scan so that thread scan phase can be done incrementally. Thus, each GC cycle consists of ten phases illustrated in the phase diagram in Figure 4.1. To characterize GC incrementality, if a phase is atomically (uninterruptibly) executed, it is labeled $A$, otherwise, it is labeled $I$. Incremental phases contain multiple, controllable sub-phases.

![Figure 4.1: GC phase diagram for the incremental mark-and-sweep collector](image)

The ten GC phases are:

- **GC_start($P_0$):** Initialization of a new GC cycle.
- **GC_clear($P_1$):** Clear mark bits for all allocated heap blocks ($I$).
- **GC_uncollectable($P_2$):** Mark uncollectable objects in allocated heap and push them on the
mark stack.\(^2\) (I)

- \texttt{GC\_rootscan}(P_3): Scan non-thread-stack roots including static, global and register data, and GC internal roots.

- \texttt{GC\_stackscan}(P_4): Scan thread stacks to mark heap references reachable directly from the stacks. (I)

- \texttt{GC\_mark\_heap}(P_5): Scan heap memory and mark all accessible references starting from marked references in root set. (I)

- \texttt{GC\_finalization}(P_6): Run registered finalizers on objects about to be collected. (I)

- \texttt{GC\_sweep\_large}(P_7): Reclaim unmarked large objects and entirely empty small-object blocks to the heap block free list; during this process, enqueue small-object blocks containing both marked and unmarked objects for processing in next phase. (I)

- \texttt{GC\_sweep\_small}(P_8): Reclaim unmarked small objects in the nonempty blocks, which are enqueued in \(P_7\) phase, to the appropriate free list. (I)

- \texttt{GC\_reset}(P_9): Reset global variables and (optionally) gather statistics data.

In order to enable non-trivial finalization in garbage collection, finalization should be carried out incrementally. However, non-trivial finalization, [60], supports application-specific finalization routines in addition to nulling disappearing links. It is hard to model arbitrary application-specific finalization routines. So for now, it is assumed that finalization is limited to nulling disappearing links. With this assumption, finalization phase \(P_6\) is executed incrementally on the basis of processing one disappearing link.

\(^2\)The allocator allows mutators to designate some allocated objects as uncollectable. These essentially become additional roots for marking.
**RTGC incrementality: the mutator and GC execution model**

Figure 4.1 lists the ten GC phases that constitute one GC cycle. Incremental phases contain multiple and controllable GC increment $I_i$, where $i = 1, 2, 4, 5, 6, 7, 8$. The interleaving of mutator and GC in time is illustrated in figure 4.2. The execution of GC phases $P_0$ through $P_9$ forms one GC cycle. GC increments $I_i$ and atomic GC phase $P_0, P_3, P_9$ interleave with mutator execution.

Figure 4.2: RTGC incrementality for a mark-sweep collector

For the GC Impl, the worst-case GC cycle execution time $C_{GC}$ is the basic GC cost calculation in the GC cost model. Since, when GC is integrated scheduled with real-time tasks, $C_{GC}$ needs computed *a priori* to perform schedulability analysis. To assist GC incrementality (have explicit control over the interleaving between mutator and GC), atomic GC work for each GC phase is defined and calculated using the GC cost model. This will be extensively discussed in section 4.5.4 after presenting the detail GC cost model.

**Barrier Algorithms**

Section 2.3.1 in chapter 2 gives an overview of the barrier techniques to support the incremental garbage collector. In page (20) two tricolor invariants are introduced that were described in [81] as:

- *The weak tricolor invariant*: All white objects pointed to by a black object are reachable from some grey object through a chain of white objects that is $Inv_1$;
• The strong tricolor invariant: There are no pointers from a black pointer to a white object that is \( Inv_2 \).

Barrier techniques are divided into snapshot-at-the-beginning and incremental-update algorithms according to the two barrier invariants. For the mark-and-sweep GC impl, a write barrier needs trap reference updates when GC is executed in stack scan, \( P_4 \), and heap mark, \( P_5 \), to ensure that GC’s view of data connectivity is consistent. Here the incremental stack scan allows one thread’s stack scanned as one GC increment. A finer-granularity of stack scan is scanning one stack frame \(^3\) as in [100, 101].

Two write barrier algorithms are used:

• Dijkstra’s incremental-update, [36], write barrier algorithm: when hit, it “shade” the new reference grey if the new reference is white. The “shade” here means marking and pushing the references into a mark stack.

• Yuasa’s snapshot-at-the-beginning, [99], write barrier algorithm: when hit, it “shade” the old reference grey if the reference being updated is not yet marked.

Yuasa’s snapshot-at-the-beginning algorithm is not sufficient in order to support incremental stack scan, \( P_4 \). Considering the case:

(a) GC finishes scanning thread 1’s stack \( TS_1 \) and switches to mutator execution;

(b) mutator pops out the old reference \( R_{old} \) to object \( obj \) that resides in thread 2’s stack \( TS_2 \) and assigns a new reference \( R_{new} \) to \( obj \) that resides in thread 1’s stack \( TS_1 \);

(c) GC resumes and scans thread 2’s stack \( TS_2 \).

\(^3\)A stack frame is allocated on the stack when a procedure is called and is removed upon return from the procedure. In general, the stack frame for a procedure contains all necessary information to save and restore the state of a procedure.
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Now object \( obj \) is reachable through the local variable residing in thread 1’s stack \( TS_1 \). If \( R_{new} \) is not recorded, GC will lose reachability to object \( obj \), since thread 1’s stack \( TS_1 \) has already been scanned (will not be scanned again in the current GC cycle). Therefore, when reference update occurs in stack scan phase, \( P_4 \), \( R_{new} \) needs “shade” the new reference in addition to Yuasa’s write barrier.

4.2 GC cost model

The GC cost model supports RTGC measurability that is characterized in the RTGC framework in chapter 3. In principle, such a model could be built for any GC implementation. (Which is not to say that every GC is suitable for real-time use. Its cost model, should, however, make that clear.) Our goal of the GC cost model is separately characterizing (1) the performance of collector operations and (2) the garbage collection load offered by a real-time task. It allows prediction of system behavior from knowledge of component behavior and environmental specifications that is a step along the road to an engineering approach to garbage collection in real-time systems.

The details of a GC cost model depend on how GC-related work is carried out. For example, if some GC work is carried out directly by mutator the model needs to account for this work as part of the mutator’s worst-case execution time. On the other hand, GC work that occurs outside the mutator thread can be modeled as a concurrent thread with its own worst-case execution time, latency and period. The complete GC cost model provides input to the real-time scheduling of the application, such as \( C_{GC} \) (the worst-case GC cycle execution time), \( \nu_{GC} \) (the GC scheduling resolution introduced in page (45)) etc. The GC implementation and the model may both be parameterized, for example to allow control of the uninterruptible incremental work activities undertaken by the GC. The GC cost model handles the implicit translation of controllable GC increments from GC work into CPU time. Thus, scheduling and schedulability analysis can be performed with the controllable GC incrementality that determines how mutator and GC are interleaved when GC cycle
is invoked.

The GC cost model has three parts:

1. A model of the GC implementation expressed as a set of constants and processing rate coefficients

2. A model of the way that mutators influence the amount of work done by the GC, expressed as a set of application-dependent parameters

3. A model of GC-related overhead incurred by the mutators, in particular the cost of barrier execution to allow the GC to execute incrementally

which will be addressed in turn.

4.2.1 GC cost coefficients

At the coarsest level the GC cycle worst-case execution time $C_{GC}$ is needed for real-time scheduling analysis. A GC cycle execution time is the sum of all GC phases time, $C_{GC} = \sum_{i=0}^{9} T_{P_i}$. The execution time depends on both the GC implementation and applications’ memory usage. For each incremental GC phase, there are one or more GC cost coefficients. Atomic GC phases take short constant time and are measured as a whole phase. There are no GC cost coefficients defined for atomic GC phases. GC cost coefficients for incremental phases and fixed costs for atomic phases are grouped below:

$P_0$: GC start

- $T_{P0}$: fixed cost for atomic GC start phase ($\mu$s);

$P_1$: GC clear

- $\delta_C$: Clear one block’s mark bits ($\mu$s);
$P_2$: GC uncollectable

- $\delta_{U_e}$: Get one allocated block and check whether it is uncollectable ($\mu s$);
- $\delta_{U_p}$: Push pointers to all objects in one uncollectable block ($\mu s$);

$P_3$: GC root scan

- $T_{P_3}$: fixed cost for atomic GC nonthread stack root set scan phase ($\mu s$);

$P_4$: GC stack scan

- $\delta_{R_r}$: Scanning rate of thread stacks for pointers ($\mu s$/Byte), which is the rate of fetching next available slot in thread stack to process;
- $\delta_{R_e}$: Examine one pointer in thread stack ($\mu s$);
- $\delta_{R_{mp}}$: Mark and push a valid pointer to the main marking stack ($\mu s$);
- $\delta_{R_{bl}}$: Record a value in blacklist\(^4\) to prevent it being misinterpreted as a valid pointer ($\mu s$);

$P_5$: GC heap mark

- $\delta_{M_{sr}}$: Scanning cost of an entry in main mark stack when marking the heap ($\mu s$/Byte);
- $\delta_{M_{hr}}$: Scanning rate of live heap for pointers ($\mu s$/Byte);
- $\delta_{M_e}$: Examine one pointer in heap ($\mu s$);
- $\delta_{M_{mp}}$: Mark and push a valid object in heap to the marking stack ($\mu s$);
- $\delta_{M_{bl}}$: Record a value in the blacklist to prevent it being misinterpreted as a valid pointer ($\mu s$);

\(^4\)Any main mark stack entry that fails the reference validity test is pushed onto an allocation blacklist to avoid allocation at addresses that are known to be subject to false retention.
$P_6$: GC finalize

- $T_{fin}$: fixed cost for atomic GC finalizing initialization sub-phase ($\mu s$);
- $\delta_{F_{dl}}$: process one disappearing link in heap ($\mu s$);

$P_7$: GC sweep large

- $T_{sp}$: fixed cost for atomic GC sweep initialization sub-phase ($\mu s$);
- $\delta_{S_r}$: Scanning rate of heap to reclaim garbage for both $P_7$ and $P_8$ ($\mu s$/Byte).
- $\delta_{S_l}$: Reclaim one empty block ($\mu s$);
- $\delta_{S_{enq}}$: Enqueue small object reclamation work into reclaim list to be processed in $P_8$ ($\mu s$);

$P_8$: GC sweep small

- $\delta_{S_s}$: Reclaim unused small objects in one block ($\mu s$);

$P_9$: GC reset

- $T_{P9}$: fixed cost for atomic GC reset phase to be ready for the next GC cycle ($\mu s$);

4.2.2 Application-dependent Parameters

The GC cost coefficients are attributes of GC implementation itself. Alone they are insufficient to characterize the GC costs for a particular application. Application behavior is incorporated into the model with a set of application-dependent parameters.

Application-dependent parameters are categorized into two groups: one group depends only on the application. The other depends on both the application and the GC execution pattern.
Group 1: Purely application-dependent parameters

- $\theta_t$: upper bound on reference density in thread stack per byte;

- $\theta_h$: upper bound on reference density in live heap per byte;

- $\theta_{hv}$: upper bound on valid reference density in live heap per byte;\(^5\)

- $\theta_{dl}$: upper bound on disappearing link density in live heap per byte

- $L$: maximum live memory size in bytes;

- $U_{\text{max}}$: maximum uncollectable memory in bytes during application execution.

Group 2: Application and GC execution pattern-dependent parameters

Several parameters depend on both the application and the pattern of GC executions.

- $A_{\text{max}}$: maximum memory allocated in bytes during application execution with GC;

- $G_l$: maximum garbage in bytes needing to be reclaimed during phase $P_7$;

- $G_s$: maximum garbage in bytes needing to be reclaimed during phase $P_8$.

The maximum memory GC needs to reclaim is the difference between maximum allocated memory and minimum live memory at any point of application’s execution. A naive minimum live memory approximation is 0. Then the amount of garbage to reclaim is the maximum memory allocation $A_{\text{max}}$, which means $G_l + G_s \leq A_{\text{max}}$.

$A_{\text{max}}$ depends on the GC execution patterns with the application. For instance, if GC is triggered when the amount of free memory becomes too small, then $H - F$ ($F$ is the free memory

\(^5\)Heap reference density is differentiated between reference density, $\theta_h$, and valid reference density, $\theta_{hv}$, because the conservative BDW collector tests reference validity during application execution. Any main mark stack entry that fails the reference validity test is “blacklisted” to avoid false retention.
threshold to trigger GC and \( H \) is the heapsize) plus maximum allocation during one GC cycle execution is an approximation of the maximum allocated memory.

Modeling the interactions among the application, scheduler, and GC to derive values for \( A_{\text{max}} \), \( G_l \), and \( G_s \) is, at this time, an open problem. For the time being, these values are captured by sampling runs of the application with code instrumentation in the collector.

4.2.3 The calculation of \( C_{GC} \)

The most basic calculation supported by the model is that of \( C_{GC} \), the actual processing time required to complete a GC cycle from the beginning of \( P_0 \) to the end of \( P_9 \). Besides the GC cost coefficients of Section 4.2.1 and the application-dependent parameters of Section 4.2.2, three global system-specific parameters are required:

- \( B \): the block size in bytes
- \( M_t \): the maximum thread stack size in bytes
- \( N_T \): the maximum number of active threads in system.

The seven incremental GC phases \( P_1, P_2, P_4, P_5, P_6, P_7, \) and \( P_8 \) are calculated according to (4.1) through (4.7) below.

\[
T_{P_1} = \frac{A_{\text{max}}}{B} \cdot \delta_C \tag{4.1}
\]

\[
T_{P_2} = \frac{A_{\text{max}}}{B} \cdot \delta_{U_e} + \frac{U_{\text{max}}}{B} \cdot \delta_{U_p} \tag{4.2}
\]

\[
T_{P_4} = M_t \cdot N_T \cdot \theta_t \cdot (\delta_{R_e} + \max(\delta_{R_{mp}}, \delta_{R_{sl}})) + M_t \cdot N_T \cdot \delta_{R_r} \tag{4.3}
\]
\[ T_{P_b} = L \cdot \theta_h \cdot (\delta_{Me} + \delta_{M_{mp}}) + L \cdot \theta_{hw} \cdot (\delta_{Me} + \delta_{M_{ld}} + \delta_{M_{sr}}) + L \cdot \delta_{M_{hr}} \] (4.4)

\[ T_{P_a} = T_{fin} + L \cdot \theta_{dl} \cdot \delta_{F_{dl}} \] (4.5)

\[ T_{P_7} = T_{sp} + M \cdot \delta_{S_r} + \frac{G_t}{B} \cdot \delta_{S_l} \] (4.6)

\[ T_{P_b} = \frac{G_s}{B} \cdot (\delta_{S_z} + \delta_{S_{enq}}) \] (4.7)

Equations (4.1) through (4.7) combine to give Equation (4.8) for the worst-case GC cycle execution time.

\[
C_{GC} = \sum_{i=0}^{i=9} T_{P_i} = (T_{P_b} + T_{P_a} + T_{P_7}) + \\
M_t \cdot N_T \cdot \theta_t \cdot (\delta_{Rc} + max(\delta_{R_{mp}}, \delta_{R_{rd}})) + M_t \cdot N_T \cdot \delta_{R_r} + \\\nL \cdot \theta_h \cdot (\delta_{Me} + \delta_{M_{mp}}) + L \cdot \theta_{hw} \cdot (\delta_{Me} + \delta_{M_{ld}} + \delta_{M_{sr}}) + \\\nL \cdot \delta_{M_{hr}} + \frac{A_{max}}{B} \cdot (\delta_C + \delta_{U_e}) + \frac{U_{max}}{B} \cdot \delta_{U_p} + \\\nT_{fin} + \delta_{F_{dl}} \cdot \theta_{dl} \cdot L + \\\nT_{sp} + H \cdot \delta_{S_r} + \frac{G_t}{B} \cdot \delta_{S_l} + \frac{G_s}{B} \cdot (\delta_{S_z} + \delta_{S_{enq}})
\]
Equation (4.9) is used to calculate sweeping cost instead of Equations (4.6) and (4.7) by substituting cost coefficients both $\delta_S$, $\delta_{S_s} + \delta_{S_{enq}}$ with $\max(\delta_{S_s} + \delta_{S_{enq}}, \delta_S)$.

$$T_{P_{sweep}} = T_{S_s} + T_{S_a}$$

(4.9)

$$\leq T_{sp} + M \cdot \delta_s + \frac{G_s + G_l}{B} \cdot \max(\delta_{S_s} + \delta_{S_{enq}}, \delta_S)$$

$$\leq T_{sp} + M \cdot \delta_s + \frac{A_{max}}{B} \cdot \max(\delta_{S_s} + \delta_{S_{enq}}, \delta_S)$$

A *pessimism* metric assesses the degree to which the model’s predictions exceed the measured worst-case cost in particular situations. The model’s *pessimism* for a cost $m$, denoted by $\rho^m$ is the ratio between the calculated and measured worst-case values of that cost. To be correct, the pessimism for each modeled cost should be greater than 1; to be useful, the pessimism should be as close to 1 as possible. For instance, $\rho^{C_{GC}} = \frac{C_{GC}}{\hat{C}_{GC}}$ is the pessimism of the calculated $C_{GC}$. $\rho^{C_{GC}} > 1$ is necessary for a valid $C_{GC}$ calculation.

### 4.2.4 Write Barrier Cost

The non-moving mark-and-sweep GC *Impl* needs mutator pointer updates protected by a write barrier when GC is in incremental thread stack scan phase $P_4$ or heap marking phase $P_5$. Barrier algorithms are discussed in section 4.1.

Algorithm 1 demonstrates the implementation of a four-step *snapshot-at-the-beginning* write barrier, [99]. The algorithm follows closely to the write barrier implemented by Goh, [52].

Algorithm 2 demonstrates the implementation of a three-step *incremental-update* write barrier, [36]. Whenever there is a pointer update, the writer barrier implemented using Algorithm 1 or

---

6For the value of a metric $m$, $\hat{m}$ is the measured value of the metric.
Algorithm 1: write-barrier mutation using modified Yuasa’s snapshot-at-the-beginning for MS collector

Require: This function is called upon reference update \( r_{old} = r_{new} \)

1: if GC_state is \( P_4 \) or \( P_5 \) then
2:     if \( r_{old} \) is NOT marked then
3:         push \( r_{old} \) into mark stack
4:     if GC_state in \( P_5 \) then
5:         push \( r_{new} \) into mark stack
6:     end if
7: end if
8: \( r_{old} = r_{new} \)

Algorithm 2 is invoked by the mutator. Detail models of write barrier cost regarding the implementations are provided, which is not presented in [52] with the write barrier.

Algorithm 2: write-barriered mutation using Dijkstra’s incremental-update for MS collector

Require: This function is called upon reference update \( r_{old} = r_{new} \)

1: \( r_{old} = r_{new} \)
2: if GC_state is \( P_4 \) or \( P_5 \) then
3:     if \( r_{new} \) is NOT marked then
4:         push \( r_{new} \) into mark stack
5:     end if
6: end if

Write barrier cost calculation

In order to calculate write barrier cost, first a set of write barrier cost coefficients is derived, where step numbers refer to Algorithm 1 and Algorithm 2:

- \( \delta_{WB_{C_1}} \): Check GC status in lines (1) and (4) in Algorithm 1, and in line (1) in Algorithm 2;
- \( \delta_{WB_{C_2}} \): Check whether the pointer is marked or not in line (2) in Algorithm 1, and in line (2) in Algorithm 2, where two consecutive pointer checking operations execute for both references \( r_{old} \) and \( r_{new} \);
• $\delta_{WB_r}$: Push a pointer to the mark stack in line (3) and (5) in Algorithm 1, and in line (3) in Algorithm 2.

When write barrier execution is carried out by a mutator, the worst-case mutator execution time $C_m$ needs to recalculated to include the write barrier overhead. A set of application-dependent parameters are defined before calculating the write barrier cost for mutator:

• $W_{total}$: the maximum number of total pointer updates during a complete mutator execution;

• $W_r$: the maximum number of pointer updates when GC is in $P_4$ during a complete mutator execution;

• $W_m$: the maximum number of pointer updates when GC is in $P_5$ during a complete mutator execution;

• $W_p$: the maximum number of old pointers in pointer update that are not marked during a complete mutator execution;

• $W_q$: the maximum number of new pointers in pointer update that are not marked during a complete mutator execution;

Worst-case extra execution cost $C_{wb1}$ resulting from write barrier execution using Algorithm 1 is calculated (4.10).

$$C_{wb1} = \delta_{WBc_1} \cdot W_{total} + \delta_{WBc_2} \cdot (2W_r + W_m) + \delta_{WBp} \cdot (W_p + W_r) \quad (4.10)$$

Worst-case extra execution cost $C_{wb2}$ resulting from write barrier execution using Algorithm 2 is calculated (4.11).

$$C_{wb2} = \delta_{WBc_1} \cdot W_{total} + 2\delta_{WBc_2} \cdot (W_r + W_m) + \delta_{WBp} \cdot W_q \quad (4.11)$$
Among the five parameters, \( W_{\text{total}} \) depends solely on the application implementation, the other four parameters have additional dependency on GC execution pattern. Approximation of \( W_r \) and \( W_m \) as functions of \( W_{\text{total}} \) is done in Equation (4.12) with the knowledge of maximum GC utilization \( U_{\text{GC}}^{\text{max}} \) calculated over a GC cycle. The number of pointer updates that are trapped by write barrier in line (1) in Algorithm 1 and Algorithm 2 depends on how often GC thread stack root scan \( P_4 \) and heap marking \( P_5 \) is ongoing within a GC cycle and how much CPU the GC utilizes during that GC cycle.

\[
W_r = \frac{T_{P_4} \cdot U_{\text{GC}}^{\text{max}}}{C_{\text{GC}}} \cdot W_{\text{total}} \tag{4.12}
\]

\[
W_m = \frac{T_{P_5} \cdot U_{\text{GC}}^{\text{max}}}{C_{\text{GC}}} \cdot W_{\text{total}}
\]

A naive worst-case estimation of \( W_p \) is \( W_r + W_m \) comes from assuming that none of \( r_{\text{old}} \) in the pointer updates trapped by write barrier in line (2) in Algorithm 1 is marked, therefore, all trapped pointer updates from line (2) proceed to line (3). Similarly, \( W_q \) can be estimated using \( W_r + W_m \) assuming that none of \( r_{\text{new}} \) in the pointer updates trapped by write barrier in line (2) in Algorithm 2 is marked, therefore, all trapped pointer updates from line (2) proceed to line (3).

Hence, the write barrier cost \( C_{\text{wbl}} \) for the mutator is recalculated:

\[
C_{\text{wbl}} = \delta_{W_{Bc_1}} \cdot W_{\text{total}} + (\delta_{W_{Bc_2}} + \delta_{W_{Br}}) \cdot (2W_r + W_m) \tag{4.13}
\]

\[
= ((\delta_{W_{Bc_2}} + \delta_{W_{Br}}) \cdot \frac{(2T_{P_4} + T_{P_5}) \cdot U_{\text{GC}}^{\text{max}}}{C_{\text{GC}}} + \delta_{W_{Bc_1}}) \cdot W_{\text{total}}
\]
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And the write barrier cost $C_{wb2}$ for the mutator is recalculated:

$$C_{wb2} = \delta_{WBc_1} \cdot W_{total} + (2\delta_{WBc_2} + \delta_{WBp}) \cdot (W_r + W_m)$$

(4.14)

$$= ((2\delta_{WBc_2} + \delta_{WBp}) \cdot (T_{P_A} + T_{P_B}) \cdot \frac{U_{max}^{GC}}{C_{GC}} + \delta_{WBc_1}) \cdot W_{total}$$

The worst-case execution time of the application including write barrier overhead is $C_{wb}^{m} = C_m + C_{wb}$, where $C_m$ is the application’s execution time without the existence of GC, $C_{wb}^{m}$ is the application’s execution time with the GC and $C_{wb}$ is the write barrier cost calculated using Equation (4.13) or (4.14). With the definition of $\sigma_{wb} = \frac{C_{wb}^{m}}{C_m} = \frac{C_m + C_{wb}}{C_m}$, a real-time task’s worst-case execution time including write barrier cost is recalculated using $\sigma_{wb} \cdot C_m$.

4.3 GC cost model with multiple real-time tasks

The GC cost model for the mark-and-sweep GC impl presented calculates the GC-related cost, for instance, the worst-case GC cycle execution time $C_{GC}$ and write barrier cost for a single real-time task.

The GC cost model is extended with a task set $\Gamma_N$ in this section considering both independent and dependent task cases. In page (43), real-time tasks are differentiated by independent or dependent based on whether there are precedence and synchronization constraints, [43] among tasks or not.

The GC cost model has three parts that model (1) GC implementation; (2) real-time workload; and (3) barrier cost incurred by mutator. Part (2) and (3) that are application-dependent are extended with real-time tasks and part (1) stays the same.
4.3.1 Application-dependent parameters for multiple tasks

Depending on whether there is precedence or non-CPU resources sharing, real-time tasks are characterized as independent or dependent.

Case 1: Independent real-time tasks

They do not share any non-CPU resources or have any precedences, each mutator thread works as if there is a private heap, which implies a need for the eight application-dependent parameters defined in section 4.2.2 for each mutator thread. They are:

- $\theta^i_{lt}$: upper bound of reference density in real-time task $\tau_i$’s thread stack per byte;
- $\theta^i_{lh}$: upper bound of reference density in $\tau_i$’s live heap per byte;
- $\theta^i_{hv}$: upper bound of valid reference density in $\tau_i$’s live heap per byte;
- $\theta^i_{dl}$: upper bound on disappearing link density in $\tau_i$’s live heap per byte;
- $L_i$: maximum live memory in bytes of $\tau_i$’s heap;
- $U^i_{max}$: maximum uncollectable memory in bytes from $\tau_i$;
- $G^i_l$: maximum garbage in bytes to reclaim in $P_7$ from $\tau_i$;
- $G^i_s$: maximum garbage in bytes to reclaim in $P_8$ from $\tau_i$.

The $A_i$, maximum allocation of $\tau_i$ is defined in the task model $\Gamma_{N+1}$.

The GC cost imposed by real-time task $\tau_i$, denoted as $C^i_{GC}$, can be calculated in Equation (4.8) by substituting the application-dependent with the real-time task $\tau_i$-dependent parameters.

$$C^i_{GC} = \sum_{i=0}^{i=9} T_{P_i} = (T_{P_0} + T_{P_3} + T_{P_6}) +$$

(4.15)
\[ M_i \cdot N_T \cdot \theta_i^+ \cdot (\delta_{R_e} + \max(\delta_{R_{mp}}, \delta_{R_{bd}})) + M_i \cdot N_T \cdot \delta_{R_e} + \\
L_i \cdot \theta_h^i \cdot (\delta_{M_e} + \delta_{M_{mp}}) + L_i \cdot \theta_h^i \cdot (\delta_{M_e} + \delta_{M_{bl}} + \delta_{M_{sr}}) + \\
L_i \cdot \delta_{M_{hr}} + \frac{A_i}{B} \cdot (\delta_C + \delta_{U_p}) + \frac{U_{\max}^i}{B} \cdot \delta_{U_p} + \\
T_{fin} + \delta_{F_{dl}} \cdot \theta_{dl}^i \cdot L_i + \\
T_{sp} + H \cdot \delta_{S_r} + \frac{G_{i}^j}{B} \cdot \delta_{S_i} + \frac{G_{i}^s}{B} \cdot (\delta_{S_e} + \delta_{S_{mem}}) \]

Therefore, \( C_{GC} \) for \( \Gamma_N \) when it is an independent task set, is calculated using 

\[ C_{GC} = \sum_{i=1}^{N} C_{GC}^i, \]

where \( C_{GC}^i \) is calculated in Equation (4.15).

**Case 2: Dependent real-time tasks**

They share non-CPU resources such as memory and may have precedences, such as synchronization using concurrency control protocols. Unlike independent real-time tasks working in a “private” heap, all mutator threads work in the same heap, which implies a need for the application-dependent parameters remaining defined for the whole application as in section 4.2.2. The calculation of the worst-case GC cycle execution is with Equation (4.8).

In section 3.4.1, calculating application’s maximum allocation, \( A_{\max} \) is given for independent and dependent tasks, where \( A_{\max} \) is a function of real-time tasks’ maximum allocations, \( A_i \). A one-to-many producer-consumer dependency of real-time tasks is modeled and \( A_{\max} \) is calculated using Equation (3.4.1) and (3.2). The maximum application allocation \( A_{\max} \) with GC can be used to estimate maximum live memory \( L \) compensating the fact that maximum live memory at any point during an application’s execution is statically undecidable.

### 4.3.2 Write barrier cost with multiple tasks

The worst-case execution time \( C_i \) needs recalculated to include write barrier overhead, which implies a need for the five application-dependent parameters defined in section 4.2.4 for each
mutator thread. They are

- $W_{\text{total}}^{i}$: the maximum number of total pointer updates within one invocation of real-time task $\tau_i$;
- $W_r^i$: the maximum number of pointer updates when GC is in $P_4$ within one invocation of $\tau_i$;
- $W_m^i$: the maximum number of pointer updates when GC is in $P_5$ within one invocation of $\tau_i$;
- $W_p^i$: the maximum number of old pointers in pointer update that are not marked within one invocation of $\tau_i$;
- $W_q^i$: the maximum number of new pointers in pointer update that are not marked within one invocation of $\tau_i$;

Using the set of write barrier cost coefficients derived for the write barrier Algorithm (1) in page (76) and Algorithm (2) in page (76) in section 4.2.4, the worst-case write barrier cost using Algorithm (1), $C_{\text{wb}1}^i$, for real-time task $\tau_i$ is calculated as:

$$
C_{\text{wb}1}^i = \delta_{WB_{C1}} \cdot W_{\text{total}}^i + \delta_{WB_{C2}} \cdot (2W_r^i + W_m^i) + \delta_{WB_P} \cdot (W_p^i + W_q^i) \quad (4.16)
$$

The worst-case write barrier cost using Algorithm (2), $C_{\text{wb}2}^i$, for real-time task $\tau_i$ is calculated as:

$$
C_{\text{wb}2}^i = \delta_{WB_{C1}} \cdot W_{\text{total}}^i + 2\delta_{WB_{C2}} \cdot (W_r^i + W_m^i) + \delta_{WB_P} \cdot W_q^i \quad (4.17)
$$

Among the five real-time task-dependent parameters, $W_{\text{total}}^i$ depends solely on the implementation of real-time task, $\tau_i$; the other four parameters have additional dependency on GC execution.
pattern. Same approximation of $W^i_r$, $W^i_m$, $W^i_p$ and $W^i_q$ is applied here as in section 4.2.4. They are:

\[
W^i_r = \frac{T_p}{C_{GC}} \cdot U_{max} \cdot W^i_{total}
\]

\[
W^i_m = \frac{T_p}{C_{GC}} \cdot W^i_{total}
\]

\[
W^i_p = W^i_r + W^i_m
\]

\[
W^i_q = W^i_r + W^i_m
\]

where $U_{max}$ is the maximum GC utilization calculated over a GC cycle.

Thus, write barrier cost $C^i_{wb1}$ and $C^i_{wb2}$ for real-time task $\tau_i$ is recalculated as:

\[
C^i_{wb1} = ((\delta_{WBC2} + \delta_{WBP}) \cdot \left(\frac{2T_p + T_p}{C_{GC}} \cdot U_{max} + \delta_{WBC1}\right) \cdot W_{total})
\]

\[
C^i_{wb2} = ((2\delta_{WBC2} + \delta_{WBP}) \cdot \left(\frac{T_p}{C_{GC}} \cdot U_{max} + \delta_{WBC1}\right) \cdot W^i_{total})
\]

Similarly, write barrier overhead, $\sigma^i_{wb}$, for real-time task $\tau_i$, is calculated using $\sigma^i_{wb} = \frac{C^i + C^i_{wb}}{C^i}$. A real-time task’s worst-case execution time including write barrier cost is computed using $\sigma^i_{wb} \cdot C_i$.

When there are multiple tasks invoke the write barrier that accesses the mark stack, write barrier must be concurrency-safe. Lock-based synchronization is considered in the write barrier implementation.

### 4.4 Application of the RTGC cost model in Mono

The GC cost model built for the mark-and-sweep collector has been applied using Boehm-Demers-Weiser (BDW) GC library, [21], in Mono 1.1.16, [96], the Common Language Infrastructure virtual machine, [39]. The BDW collector was modified to improve its real-time abilities.
4.4.1 The BDW collector and Mono runtime platform

The BDW library, [21], is a freely available library that provides C and C++ programs with garbage collection capabilities. The algorithm it employs belongs to the family of mark and sweep collectors. The 2-level allocation mechanism and the ten phase GC cycle diagram of the BDW collector are given in section 4.1.

The BDW GC has also evolved to a ‘mostly parallel GC’ to reduce pause time by making the mark and sweep were partially incremental, [19]. The mark phase proceeds incrementally at memory allocation. A virtual memory protection scheme using the operating system *mprotect* system call realizes the write barrier. The sweep phase immediately reclaims memory blocks containing only garbage objects. It reclaims objects in partially unused blocks on-demand when a memory allocation for the same size cannot be satisfied incrementally.

The original stand-alone BDW collector is a conservative collector, which treats any word that it encounters as a potential pointer unless it can prove otherwise, [60]. In Mono, [96], the BDW GC is almost always supplied with precise pointer information. Hence, false retention due to pointer mis-identification is rare, which makes the BDW collector mostly-precise. In detail, Mono’s scanning for different types of memory proceeds as follows, [96]:

- The heap (where managed objects are allocated) is currently handled in precise mode: the GC considers memory words that only contain heap references.

- Thread stacks and registers are always scanned conservatively. There are Mono runtime data structures involved that are implemented using C without type information.

- The static data area is scanned in precise mode with pointer information.

The Mono virtual machine provides a generalized GC interface so that different GC implementations can be accessed in a uniform way. Currently Mono has two GC engines: the BDW collector
and a compacting generational collector. This makes Mono a platform to study various RTGC implementations, for instance, a detail GC cost model for the compacting generational collector shall be built.

Fragmentation is a concern when using the BDW collector for real-time. However, this dissertation work aims at proposing a systematic RTGC approach rather than seeking a decent real-time GC implementation. Techniques that handles fragmentation may apply, for instance, in Metronome, [7], the mostly non-moving collector moves objects to remedy fragmentation when the number of free pages falls below a preset threshold.

4.4.2 Collector modifications

We have modified the Mono GC implementation to facilitate modeling and measurement. There are three design goals of the GC modifications: moving GC work out of the mutator; making GC increments controllable through GC configuration parameters; and instrumenting GC work to build an accurate GC cost model. Additional GC implementation changes help to achieve a more accurate cost model.

Mostly-parallel BDW’s incrementality is insufficient because it does not incrementalize all phases that can take arbitrarily long. GC work in our modified collector is carried out in a single Mono run-time thread. A GC cycle consists of ten phases. Fine-grained interleaving of small units of garbage collection work (GC increments) with small units of real-time task execution is required in order to support real-time applications. Modifications therefore include incrementalizing all such phases as shown in figure 4.1 in page 66.

GC incrementality knobs $k_i$ are specified for the GC increments $I_i$, where $i = 1, 2, 4, 5, 6, 7, 8$. The knobs control the size of uninterruptible GC work $I_i$ in each incremental GC phase $P_i$ in terms of the amount of atomic GC work $a_i$. The GC incrementality knobs provide us explicit ability to control GC execution, in other words, it supports the RTGC-configuration based GC scheduling
given in the system model in section 3.3.3 in chapter 3.  

Figure 4.3 shows the relationship among GC increments $I_i$, atomic GC work $a_i$ and the incremental GC phase $P_i$ in a GC cycle.

![Figure 4.3: GC cycle, GC phase, GC increment and Atomic GC work](image)

In order to achieve an accurate GC cost model, implementation modifications are made to BDW collector. Heap marking is simplified as scanning main mark stack and calling a uniform heap marking function on each mark stack entry until stack becomes empty.

The modifications presented here follow closely the directions established by Goh in modifying the BDW collector for Mono 0.25, [52]. The major differences are that additional phases have been made incremental – particularly, uncollectable object marking, finalization, and sweeping small objects. Exposure of the GC interface in the more recent Mono allowed the write barrier to be more transparently integrated into the system. Our modifications support scheduling GC work using RTGC configurations. In section 3.1 in chapter 3, the modified RTGC was described using the RTGC framework.

---

7 Experimental study of the RTGC configuration based GC scheduling algorithms and the schedulability analysis will be chapter 5 using the set of GC incrementality knobs.

8 Heap marking in the original BDW collector used in Mono contains all sorts of self-admitted “ugly hacks” [20] to speed things up. In particular, it “avoids procedure calls on the common path, takes advantage of the mark descriptor encoding, and optionally maintains a cache for the block address to header mapping or prefetchs when an object is “grayed”, etc.”. In order to have a predictable GC, in our RTGC implementation, these “hacks” are disabled.
Write barrier implementation in Mono

In adapting Mono’s non-moving BDW collector for real time, the write barrier implementation is given in Algorithm 1 in section 4.2.4. A lock-based synchronization is used to make write barrier concurrency safe.

In detail, this kind of write barrier makes the BDW stand-alone library unsuitable for use with general C/C++ code. However, in the context of Mono, the centralized runtime support for writes provides a hook where the necessary write barrier code can be installed to support arbitrary C# code. Using the write barrier (Algorithm 1) in Mono 1.1.16 involves addressing these kinds of updates:

- updates to Mono internal data structures such as MonoHash, MonoThread, etc. These are protected directly by installing write barrier code at the site of reference updates in Mono runtime code.

- low-level explicit reference updates: Mono provides a set of low-level user-callable BDW APIs. The ones containing reference updates are write-barrier protected by wrapping them with a call to the write barrier.

- CIL opcode reference updates: stfld, stsfld, stelem.ref and stind.ref\(^9\) are the set of reference update opcodes in Mono. They are implemented using helper functions. In order to write-barrier protect them, a set of helper functions contain write barrier calls are invoked when GC is ongoing.

\(^9\) stfld replaces the value of a field of an object with a given value; stsfld replaces the value of a static field with a value from the stack; stelem.ref replaces the value of the element at the supplied index in the one-dimensional array with the reference value pushed onto the stack and stind.ref stores value of type object’s reference into memory at a specific address.
Table 4.1: Applications Description

<table>
<thead>
<tr>
<th>Application</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC-stress</td>
<td>A gc stress testing program written to test Mono's GC engine, which executes a function allocating lots of object and performing some trivial computation repeatedly.</td>
</tr>
<tr>
<td>GCbench</td>
<td>This application is adapted from one written by John Ellis and Pete Kovac of Post Communications. It was modified by Hans Boehm of Silicon Graphics. It was ported to C# by Daniel Spoonhower of Carnegie Mellon University. It allocates and collects balanced binary trees of various sizes.</td>
</tr>
<tr>
<td>BinaryTree</td>
<td>This is our implemented sample application. It creates BinaryTree with a specified depth, performs tree node checking computation and collects the tree repeatedly. In section 4.2.1, 4.2.2 and 4.2.3, 16 is used as binary tree depth input.</td>
</tr>
<tr>
<td>Graph</td>
<td>This is our implemented sample application. It constructs and restructures a directed graph with a specified number of nodes. In section 4.2.1, 4.2.2 and 4.2.3, 2000 is used as the number of nodes.</td>
</tr>
</tbody>
</table>

4.5 Experiments

The experiments described in this section focus on showing that the part of the GC cost model pertaining to the GC implementation (the GC cost coefficients) is stable across applications and workloads. Another goal of the experiments is to determine the pessimism of the model’s worst-case GC cost predictions.

All the experiments were conducted on a PC (IBM Thinkpad T60) with a Genuine Intel(R) CPU T2400 at 1.83GHz and 1.5GBytes physical memory running Linux 2.6.17-gentoo-r4 with real-time kernel patch-2.6.17-rt8. The real-time kernel provides a high resolution timer. SMP is disabled for better real-time kernel stability. Physical heap memory is locked using mlock() to prevent paging. For the experiments, 64M memory is locked during Mono runtime start-up by setting the GC\_INITIAL\_HEAP\_SIZE environment variable to 64. Runlevel 1 (single user mode) was used to minimize kernel activity influences. All cost coefficient rates have units of $\mu s$ per byte and all other cost coefficients have units of $\mu s$. The CPU time stamp counter is read using the rdtsc instruction in instrumented code to obtain CPU cycles consumed for each cost coefficient, [1]. Table 4.1 describes the applications used in the experiments.

4.5.1 Measuring GC cost coefficients

Table 4.2 presents measured worst-case GC cost coefficients of processing rates ($\mu s$/Byte). Table 4.3 and 4.4\(^{10}\) presents measured worst-case GC cost coefficients of processing units ($\mu$). These

\(^{10}\)"CPU\_C" is short for "CPU cycles".
cost coefficients are defined in section 4.2.1.

Table 4.2: Worst-case RTGC cost coefficients – processing rate

<table>
<thead>
<tr>
<th>Application</th>
<th>$P_4$</th>
<th>$P_5$</th>
<th>$P_7$</th>
<th>$P_8$</th>
<th>$P_7, P_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta_{R_e}$</td>
<td>$\delta_{M_{er}}$</td>
<td>$\delta_{M_{er}}$</td>
<td>$\delta_{S_{er}}$</td>
<td>$\delta_{S_{er}}$</td>
</tr>
<tr>
<td>GC-stress</td>
<td>32.00</td>
<td>0.01512</td>
<td>19.93</td>
<td>0.0109</td>
<td>36.38</td>
</tr>
<tr>
<td>GCbench</td>
<td>28.30</td>
<td>0.01548</td>
<td>17.18</td>
<td>0.0094</td>
<td>36.74</td>
</tr>
<tr>
<td>BinaryTree</td>
<td>28.30</td>
<td>0.01564</td>
<td>16.63</td>
<td>0.0091</td>
<td>36.19</td>
</tr>
</tbody>
</table>

Table 4.3: Worst case RTGC cost coefficients (a)

<table>
<thead>
<tr>
<th>Application</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$P_4$</th>
<th>$P_5$</th>
<th>$P_6$</th>
<th>$P_7$</th>
<th>$P_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta_C$</td>
<td>$\delta_{R_e}$</td>
<td>$\delta_{M_{er}}$</td>
<td>$\delta_{M_{er}}$</td>
<td>$\delta_{S_{er}}$</td>
<td>$\delta_{S_{er}}$</td>
<td>$\delta_{R_{mp}}$</td>
<td>$\delta_{R_{bl}}$</td>
</tr>
</tbody>
</table>

Table 4.4: Worst case RTGC cost coefficients (b)

<table>
<thead>
<tr>
<th>Application</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$P_4$</th>
<th>$P_5$</th>
<th>$P_6$</th>
<th>$P_7$</th>
<th>$P_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta_{M_e}$</td>
<td>$\delta_{M_{mp}}$</td>
<td>$\delta_{M_{bl}}$</td>
<td>$\delta_{R_{dl}}$</td>
<td>$\delta_{S_{l}}$</td>
<td>$\delta_{S_{enq}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCBench</td>
<td>32.984</td>
<td>18.039</td>
<td>32.340</td>
<td>17.683</td>
<td>24.74</td>
<td>1.353</td>
<td>12.84</td>
<td>0.686</td>
</tr>
<tr>
<td>BinaryTree</td>
<td>32.186</td>
<td>17.598</td>
<td>32.131</td>
<td>17.568</td>
<td>22.74</td>
<td>1.244</td>
<td>11.11</td>
<td>0.607</td>
</tr>
<tr>
<td>Graph</td>
<td>34.320</td>
<td>18.766</td>
<td>29.700</td>
<td>16.240</td>
<td>26.50</td>
<td>1.450</td>
<td>10.98</td>
<td>0.601</td>
</tr>
</tbody>
</table>

Each coefficient takes to be the maximum value of all the measurements encountered during 100 application executions for the coefficient operations defined in section 4.2. Table 4.2, 4.3 and 4.4 show that the GC cost coefficients are stable across these applications with less than 1.6% difference. The scanning rate of the live heap $\delta_{M_{er}}$ is slightly larger than scanning rate of thread stack for pointers $\delta_{R_e}$ shown in table 4.2 due to different heap and stack scanning implementation.

We also conducted another experiment on the BinaryTree application with various workloads by building different depth of trees. Table 4.5 and 4.6 display a subset of the cost coefficient measurements and shows that they are stable across various workloads for the application with less than 1.8% difference.
Table 4.5: Worst case RTGC cost coefficients for BinaryTree

<table>
<thead>
<tr>
<th>Workload</th>
<th>$P_5$</th>
<th>$P_6$</th>
<th>$P_7$</th>
<th>$P_8$</th>
<th>$P_9$</th>
<th>$P_{10}$</th>
<th>$P_{11}$</th>
<th>$P_{12}$</th>
<th>$P_{13}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Tree Depth)</td>
<td>CPU,C</td>
<td>$\mu_s$</td>
<td>CPU,C</td>
<td>$\mu_s$</td>
<td>CPU,C</td>
<td>$\mu_s$</td>
<td>CPU,C</td>
<td>$\mu_s$</td>
<td>CPU,C</td>
</tr>
<tr>
<td>15</td>
<td>32098</td>
<td>17.550</td>
<td>31098</td>
<td>17.012</td>
<td>2178</td>
<td>1.191</td>
<td>1100</td>
<td>0.601</td>
<td>36289</td>
</tr>
<tr>
<td>16</td>
<td>32186</td>
<td>17.598</td>
<td>32131</td>
<td>17.568</td>
<td>2274</td>
<td>1.244</td>
<td>1111</td>
<td>0.607</td>
<td>36477</td>
</tr>
<tr>
<td>17</td>
<td>31613</td>
<td>17.294</td>
<td>32472</td>
<td>17.754</td>
<td>2361</td>
<td>1.292</td>
<td>1166</td>
<td>0.638</td>
<td>37961</td>
</tr>
<tr>
<td>18</td>
<td>31989</td>
<td>17.500</td>
<td>32329</td>
<td>17.676</td>
<td>2112</td>
<td>1.155</td>
<td>1098</td>
<td>0.601</td>
<td>36381</td>
</tr>
</tbody>
</table>

Table 4.6: More Worst case RTGC cost coefficients for BinaryTree

<table>
<thead>
<tr>
<th>Workload</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$P_4$</th>
<th>$P_5$</th>
<th>$P_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Tree Depth)</td>
<td>CPU,C</td>
<td>$\mu_s$</td>
<td>CPU,C</td>
<td>$\mu_s$</td>
<td>CPU,C</td>
<td>$\mu_s$</td>
</tr>
<tr>
<td>17</td>
<td>36011</td>
<td>19.700</td>
<td>28100</td>
<td>15.372</td>
<td>6797</td>
<td>3.718</td>
</tr>
</tbody>
</table>

4.5.2 Measuring application-dependent parameters

Table 4.7 presents example application-dependent GC cost parameters obtained for applications that have no uncollectable objects (i.e., $U_{max} = 0$ and $T_{P_2} = 0$).

Profiling code was included in our modified BDW collector in Mono to output the set of application-dependent parameters. For instance, upper bound on various metric density such as reference density in thread stack $\theta_t$, reference density in live heap $\theta_h$, valid reference density in live heap $\theta_{hv}$, and disappearing link density in live heap $\theta_{dl}$ are derived by profiling the application execution to record the number of references in thread stack, the number of references and valid references in live heap and the number of disappearing link in live heap traced by GC in each GC cycle. The density parameter candidates are then calculated for each GC cycle and the maximum candidates are output as the density parameters of the application. A discussion on the current available techniques to derive some of these application-dependent parameters can be found in section 3.4 in chapter 3.
Table 4.7: Application-dependent GC cost parameters (number of references/byte, bytes)

<table>
<thead>
<tr>
<th>Application</th>
<th>Application-dependent Parameters</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta_l$</td>
<td>$\theta_h$</td>
<td>$\phi_h$</td>
<td>$\phi_d$</td>
<td>$L$</td>
<td>$A_{max}$</td>
<td>$G_l$</td>
<td>$G_s$</td>
<td></td>
</tr>
<tr>
<td>GC-stress</td>
<td>0.00548</td>
<td>0.06176</td>
<td>0.04269</td>
<td>0.000514</td>
<td>13456</td>
<td>28836544</td>
<td>28649352</td>
<td>99984</td>
<td></td>
</tr>
<tr>
<td>GCbench</td>
<td>0.00760</td>
<td>0.04175</td>
<td>0.04166</td>
<td>0.000002</td>
<td>8889592</td>
<td>28694472</td>
<td>21427480</td>
<td>155944</td>
<td></td>
</tr>
<tr>
<td>BinaryTree</td>
<td>0.00768</td>
<td>0.05885</td>
<td>0.04170</td>
<td>0.000002</td>
<td>9662424</td>
<td>28618320</td>
<td>21427480</td>
<td>155944</td>
<td></td>
</tr>
<tr>
<td>Graph</td>
<td>0.00580</td>
<td>0.15509</td>
<td>0.06611</td>
<td>0.000001</td>
<td>32587196</td>
<td>33974912</td>
<td>4080416</td>
<td>136816</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8: Atomic GC phase execution time ($\mu$s)

<table>
<thead>
<tr>
<th>Application</th>
<th>Atomic GC phase name</th>
<th>GC_start ($P_0$)</th>
<th>Rootscan, nonthreadstack ($P_3$)</th>
<th>Finalizing initialization (in $P_6$)</th>
<th>Sweep initialization (in $P_7$)</th>
<th>Reset ($P_9$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_{P_0}$</td>
<td>$T_{P_3}$</td>
<td>$T_{fin}$</td>
<td>$T_{sp}$</td>
<td>$T_{P_9}$</td>
<td></td>
</tr>
<tr>
<td>GC-stress</td>
<td>3.44</td>
<td>32.39</td>
<td>10.11</td>
<td>87.21</td>
<td>55.10</td>
<td></td>
</tr>
<tr>
<td>GCbench</td>
<td>3.80</td>
<td>53.44</td>
<td>12.22</td>
<td>76.06</td>
<td>54.66</td>
<td></td>
</tr>
<tr>
<td>BinaryTree</td>
<td>3.49</td>
<td>50.04</td>
<td>12.27</td>
<td>61.49</td>
<td>63.67</td>
<td></td>
</tr>
<tr>
<td>Graph</td>
<td>3.68</td>
<td>66.57</td>
<td>10.75</td>
<td>86.90</td>
<td>52.92</td>
<td></td>
</tr>
</tbody>
</table>

4.5.3 Calculating $C_{GC}$ using GC cost measurements

With the set of worst-case cost coefficients, atomic GC phase execution time and application-dependent parameters, the worst-case GC execution time $C_{GC}$ is calculated with Equation (4.8) and compared to the actual measured worst-case value through the GC profiling. GC cost $C_{GC}$’s pessimism $\rho^{C_{GC}}$ is determined.

In these experiments, $B = 4096$ bytes and $M_t = 24$ kilobytes. The modified runtime system provides environment variable $MAX\_THREAD\_STACKSIZE$ to specify the maximum thread stack size. By default, maximum stack size is the default Linux 2.6.17-rt8 maximum stack size, $8M$ bytes. Before running an application, thread stack size analysis should be performed to set $MAX\_THREAD\_STACKSIZE$ so that the application does not experience stack overflow. These applications are each single-threaded. In addition, there are three system threads: the Mono runtime thread, the Mono finalization thread and the RTGC thread. Thus, the total number of active threads in each example is $N_T = 4$.

Table 4.8 presents measurements of the three atomic GC phases and the atomic finalization, sweep initialization time for the example applications.
Table 4.9: The calculation of the worst-case $C_{GC}(\mu s)$

<table>
<thead>
<tr>
<th>Application</th>
<th>$T_{P_1}$</th>
<th>$T_{P_1}$</th>
<th>$T_{P_4}$</th>
<th>$T_{P_5}$</th>
<th>$T_{P_6}$</th>
<th>$T_{P_sweep}$</th>
<th>$T_{P_sweep}$</th>
<th>$C_{GC}$</th>
<th>$C_{GC}$</th>
<th>$\rho_{C_{GC}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC-stress</td>
<td>2484</td>
<td>146849</td>
<td>545</td>
<td>4236</td>
<td>378</td>
<td>9960</td>
<td>11.01</td>
<td>14.42</td>
<td>3651</td>
<td>140458</td>
</tr>
<tr>
<td>GCBench</td>
<td>2173</td>
<td>139096</td>
<td>512</td>
<td>3960</td>
<td>301162</td>
<td>13380464</td>
<td>14.25</td>
<td>24.42</td>
<td>3574</td>
<td>123621</td>
</tr>
<tr>
<td>BinaryTree</td>
<td>2517</td>
<td>139044</td>
<td>495</td>
<td>3372</td>
<td>366049</td>
<td>14892596</td>
<td>14.36</td>
<td>25.40</td>
<td>3699</td>
<td>134980</td>
</tr>
<tr>
<td>Graph</td>
<td>2358</td>
<td>169168</td>
<td>533</td>
<td>4122</td>
<td>1939567</td>
<td>191343008</td>
<td>12.43</td>
<td>30.34</td>
<td>2922</td>
<td>1945509</td>
</tr>
</tbody>
</table>

Table 4.9 shows that the complete set of GC cost coefficients and application-dependent parameters predicts the worst-case $C_{GC}$ with pessimism values in the range of approximately 40 to 100 for these applications.

### 4.5.4 Calculating the atomic GC work $a_i$ cost

In section 4.4.2, the GC is made incremental and the GC incrementality is controllable by the GC incrementality knobs to set the time-based or work-based GC increment sizes. The GC increment is denoted as $I_i$, where $i = 1, 2, 4, 5, 6, 7, 8$ for each incremental phase.

- The time-based GC increment size expresses all the GC increments size in CPU time, $T_{I_i}$.

- The work-based GC increment size expresses the size of each GC increment, $I_i$, by giving the number, $k_i$, of the atomic GC work, $a_i$. The atomic GC work $a_i$ takes $t_i$ in time, therefore, the work-based GC increment size in time, $t_{I_i}$, is expressed as $t_{I_i} = k_i \cdot t_i$.

GC cycle, GC phase $P_i$ and GC increment $I_i$ are shown in figure 4.2 in page (66). Work-based GC increment $I_i$ is decomposed into GC atomic work $a_i$, where $i = 1, 2, 4, 5, 6, 7, 8$ in figure 4.4.

Time-based GC increment $I_i$ size is the CPU time $T_{I_i}$.

![Figure 4.4: GC increment vs. Atomic GC work](image)
Table 4.10: The atomic GC work description and calculation

<table>
<thead>
<tr>
<th>GC increment</th>
<th>Atomic Work $a_i$</th>
<th>Description</th>
<th>Calculation formula for $t_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_1$</td>
<td>$a_1$</td>
<td>Clearing one block in GC phase $P_1$</td>
<td>$t_1 = \delta^{wc}_{I_1}$</td>
</tr>
<tr>
<td>$I_2$</td>
<td>$a_2$</td>
<td>Processing one block in GC phase $P_2$</td>
<td>$t_2 = \delta^{wc}<em>{I_2} + \delta^{pr}</em>{I_2}$</td>
</tr>
<tr>
<td>$I_4$</td>
<td>$a_4$</td>
<td>Scan one thread stack in GC phase $P_4$</td>
<td>$t_4 = M_t \cdot \theta_t \cdot (\delta_{R_e} + \max(\delta_{R_m}, \delta_{R_{mg}})) + M_t \cdot \delta_{R_r}$</td>
</tr>
<tr>
<td>$I_5$</td>
<td>$a_5$</td>
<td>Process half block of live heap in heap marking GC phase $P_5$</td>
<td>$t_5 = 0.5 \cdot B \cdot (\theta_h \cdot (\delta_{M_{le}} + \delta_{M_{mr}}) + \theta_{h_v} \cdot (\delta_{M_{le}} + \delta_{M_{el}} + \delta_{M_{er}}) + \delta_{M_{r}})$</td>
</tr>
<tr>
<td>$I_6$</td>
<td>$a_6$</td>
<td>Process one disappearing link in GC phase $P_6$</td>
<td>$t_6 = \delta_{del}^{wc}$</td>
</tr>
<tr>
<td>$I_7$</td>
<td>$a_7$</td>
<td>Reclaim one empty block in GC phase $P_7$</td>
<td>$t_7 = \delta_{S_{\alpha}}^{wc} + \delta_{S_{\alpha}^{\alpha}}$</td>
</tr>
<tr>
<td>$I_8$</td>
<td>$a_8$</td>
<td>Reclaim unused small objects in one nonempty block in GC phase $P_8$</td>
<td>$t_8 = \delta_{S_{\alpha}^{\alpha}}$</td>
</tr>
</tbody>
</table>

What are the atomic GC work $a_i$? Table 4.10 lists the definitions for each atomic GC work $a_i$ in each incremental phase $I_i$.

The atomic GC works $a_i$ are calculated using GC cost coefficients and application-dependent parameters in table 4.10. As an example in table 5.1, the worst-case atomic GC works, $a_i$, are estimated for the application $GCBench$ using the formulas provided in table 4.10, where the GC cost coefficients are given in table 4.2, 4.3 and 4.4 and $GCBench$ application-dependent parameters are given in table 4.7.

4.5.5 Calculating Write barrier cost

Experiments were also done to obtain the write barrier cost coefficients and calculate the write barrier pessimism for all the applications. The same experimental setting is used as introduced at the beginning of this section. Each application contains a single real-time task that is mapped into
Three write barrier cost coefficients $\delta_{WB_{C_1}}$, $\delta_{WB_{C_2}}$ and $\delta_{WB_{P}}$ are defined in section 4.2.4 for the write barrier implemented with Algorithm 1. The worst-case write barrier cost coefficients are the maximum values observed among the complete sets of measurements giving $\delta_{WB_{C_1}} = 18.63\mu s$, $\delta_{WB_{C_2}} = 39.28\mu s$ and $\delta_{WB_{P}} = 78.06\mu s$ with number of CPU cycles 34055, 71804 and 142694 respectively. The write barrier cost coefficient measurements are stable across the applications with a less than 2.1% difference.

For $C_{wb}$ and $\sigma_{wb}$, both measured and calculated values are given. $r_M$ is the application’s mutation rate calculated over a complete application execution. In table 4.12, write barrier overheads are measured and calculated using Equation (4.13).

Each application in table 4.12 represents a task, and a complete execution of the application is treated as one invocation. Recall that $\sigma_{wb} = \frac{C_{wb}}{C_m} = \frac{C_m + C_{wb}}{C_m}$ is the write barrier overhead, and a real-time task’s write-barrier included worst-case execution time is calculated as $\sigma_{wb} \cdot C_m$, here, $C_m$ is the worst-case execution time of the real-time task, $C_{wb}$ is the write barrier overhead and $C_{wb}$ is the worst-case execution time of the real-time task including write barrier overhead. Pessimisms of the calculated write barrier cost $\rho_{wb}$ relative to actual measurement range from 1.0036 to 35.61 for these applications. The small write barrier overhead for the application gc-stress is due to the application’s small mutation rate.

### Table 4.12: The calculation of write barrier cost $C_{wb}$ ($\mu s$, $\#$/\mu s)

<table>
<thead>
<tr>
<th>Application</th>
<th>$W_{total}$</th>
<th>$U_{max}$</th>
<th>$2T_F + T_P$</th>
<th>$C_{wb}$</th>
<th>$C_m$</th>
<th>$\sigma_{wb}$</th>
<th>$\sigma_{wb}$</th>
<th>$r_M$</th>
<th>$\rho_{wb} = \frac{\sigma_{wb}}{\sigma_{wb}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC-stress</td>
<td>401</td>
<td>0.583</td>
<td>0.161</td>
<td>3290105</td>
<td>56</td>
<td>11887</td>
<td>1.000018</td>
<td>1.0036</td>
<td>0.00013</td>
</tr>
<tr>
<td>GCBench</td>
<td>1452115</td>
<td>0.635</td>
<td>0.981</td>
<td>2467593</td>
<td>1920789</td>
<td>133195528</td>
<td>1.778</td>
<td>54.98</td>
<td>0.588</td>
</tr>
<tr>
<td>BinaryTree</td>
<td>1591477</td>
<td>0.847</td>
<td>0.982</td>
<td>5313741</td>
<td>1259997</td>
<td>184974212</td>
<td>1.609</td>
<td>35.81</td>
<td>0.300</td>
</tr>
<tr>
<td>Graph</td>
<td>3244416</td>
<td>0.716</td>
<td>0.998</td>
<td>8001384</td>
<td>1558434</td>
<td>332479346</td>
<td>1.195</td>
<td>42.55</td>
<td>0.405</td>
</tr>
</tbody>
</table>
4.5.6 A sample calculation of GC cost for multiple real-time tasks

Table 4.13 presents the data gathered to calculate a worst-case GC execution time $C_{GC}$ with task set $\Gamma_3$ of three independent real-time tasks, where their periods $T_1 = 4000\mu s$, $T_2 = 50000\mu s$ and $T_3 = 40000\mu s$. Task $\tau_1, \tau_2, \tau_3$ correspond to the application GC-stress, BinaryTree and Graph respectively in [46]. The write barrier costs for these applications are $\sigma_{wb1}, \sigma_{wb2}, \sigma_{wb3}$ are 1.0001, 1.737, 1.890. Then $C_{wb}^i = \sigma_{wb}^i \cdot C_i$ is used to compute the task’s worst-case execution time with GC write barrier overhead included. $\hat{C}_{GC}$ is the measured worst-case GC execution time, $C_{GC}$ and $C_{awc}^{GC}$ are the estimates calculated with the worst-case cost coefficients and the adjusted worst-case cost coefficients covering 99.9% percentile according to [46]. $\rho_{GC}$ is the pessimism metric assessing the degree to which $C_{GC}$ prediction exceeds the measured cost $\hat{C}_{GC}$.

### Table 4.13: The $C_{GC}$ calculation with $\Gamma_3$ ($\mu s$, bytes)

<table>
<thead>
<tr>
<th>Task</th>
<th>$C_i$</th>
<th>$C_{wb}^i$</th>
<th>$A_i$</th>
<th>$\theta_i$</th>
<th>$\theta_{wb}$</th>
<th>$\theta_{awc}$</th>
<th>$L_i$</th>
<th>$G_i$</th>
<th>$\rho_{GC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>894</td>
<td>895</td>
<td>3632</td>
<td>0.00242</td>
<td>0.0613</td>
<td>0.0522</td>
<td>0.000511</td>
<td>11832</td>
<td>25191672</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>21262</td>
<td>36932</td>
<td>96520</td>
<td>0.00135</td>
<td>0.0897</td>
<td>0.0424</td>
<td>0.000002</td>
<td>31024</td>
<td>81720</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>14290</td>
<td>27008</td>
<td>15464</td>
<td>0.00244</td>
<td>0.0709</td>
<td>0.0547</td>
<td>0.000001</td>
<td>18200</td>
<td>32279</td>
</tr>
</tbody>
</table>

| Calculation | $\hat{C}_{GC} = 3068$ | $C_{GC} = 324082$ | $C_{awc}^{GC} = 63128$ | $\rho_{GC} = 20.58$ |

### 4.6 Improving GC cost estimates with adjusted cost coefficients

The worst-case cost coefficient rates are stable and consistent across various applications as in table 4.2. However, the observed cost coefficients in table 4.3 and 4.4, taken as the maximum of the observed values, are much larger than the vast majority of the observed values. In other words, the worst-case cost coefficients very rarely occur.

4.6.1 Examining GC cost coefficients measurements distribution

The worst-case cost coefficients rarely occur in each GC cycle. Similarly, if the GC increments have sizes that cover enough number of cost coefficient measurements, the worst-case cost coefficients rarely occur in each GC increment. There is no bursty distribution of the worst-case cost coefficient in GC increments.
Cost coefficients distribution in GC cycle

Figure 4.5 plots value distributions of the measurements for the clearing cost coefficient $\delta_C$, rootscan cost coefficient $\delta_{R_{mp}}$, marking cost coefficient $\delta_{M_{mp}}$ and sweeping cost coefficient $\delta_S$. The complete cost coefficients measurement set is gathered for one GC cycle encountered by 100 application runs. The point $(x, y)$ in each curve means that among the complete set of cost coefficient measurements, there are $y$ percent having values larger than $x$.

Figure 4.5: A set of cost coefficient Measurement (CPU cycle #) vs. Percentage (%)

Figure 4.6 gives a closer look at the sweep cost coefficient measurement $\delta_S$ value distribution where $y$ is between 0% and 8%. The extreme point $(1800, 0.107)$ in the plot shows that the fraction of measurements that are larger than 1800 reduces to only 0.107%. In other words, 1800 is the 99.9th percentile for cost coefficient $\delta_S$ of the complete measurement set. Comparing to the worst-case value of 35123 for $\delta_S$ in Table 4.4, 1800 will give a less pessimistic calculation in the GC cost model.

Other cost coefficients are observed to have the similar distribution characteristic. Adjusted worst-case cost coefficient measurements are given in Table B.2 and B.3 in the Appendix, where $awc_1$ and $awc_2$ are determined at 99.9th and 99.8th percentiles of the measurements respectively. These adjusted cost coefficients are also stable across these applications.
Cost coefficients distribution in GC increments

Using a set of GC cost coefficients measurements gathered in one GC increment, we calculate the fraction of measurements that are larger than the $99.9\text{th}$ percentile of the complete measurement set gather in one GC cycle in the previous section 4.6.1. (Adjusted cost coefficients, $awc_1$ determined by the $99.9\text{th}$ percentile of the measurements are reported in table B.2 and B.3 in the Appendix.)

Figure 4.7 plots the calculated fractions for GC clear cost coefficient $\delta_C$ observed over 100 GC clear increments. The GC clear increment is time-based with size of $T_{I_1} = 1000\mu s$. The maximum fraction is $0.22\%$, which means there is only at most $0.22\%$ measurements larger than the $99.9\text{th}$ percentile for all these observed GC clear increments.

Figure 4.7: Cost coefficient $\delta_C$ Measurements Distribution in GC increments $I_1$: GC clear increment instances $I_1$ vs. Calculated fraction of the $99.9\text{th}$ percentile in $I_1$ (%) ($T_{I_1} = 1000\mu s$)

Other GC cost coefficients have similar distribution property. Figure B.1, B.2 and B.3 in the
Table 4.14: The GC cost coefficient distribution in GC increments

<table>
<thead>
<tr>
<th>GC Increment</th>
<th>$I_1$</th>
<th>$I_2$</th>
<th>$I_4$</th>
<th>$I_5$</th>
<th>$I_6$</th>
<th>$I_7$</th>
<th>$I_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC Cost Coefficient</td>
<td>$\delta_{Ue}$</td>
<td>$\delta_{Ue}$</td>
<td>$\delta_{Rm}$</td>
<td>$\delta_{Rm}$</td>
<td>$\delta_{Mm}$</td>
<td>$\delta_{Mm}$</td>
<td>$\delta_{Mm}$</td>
</tr>
<tr>
<td>GC increment size $T_i (\mu s)$</td>
<td>1000</td>
<td>1000</td>
<td>2000</td>
<td>2500</td>
<td>500</td>
<td>1500</td>
<td>1500</td>
</tr>
<tr>
<td>Fraction of the 99.9th percentile</td>
<td>0.22</td>
<td>0.20</td>
<td>0.12</td>
<td>0.21</td>
<td>1.14</td>
<td>0.12</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Appendix show similar distributions for $\delta_{Ue}$ with uncollectable increments, $\delta_{Mm}$ with heap mark increments and $\delta_{Sl}$ with sweep large increments.

Table 4.14 lists their calculated fraction of measurements that are larger than the 99.9th percentile observed over the corresponding GC increments.

Experiments show that there is no bursty distribution of rarely occurred large outliers in GC increments and each GC increment may encounter rarely occurred large outliers (that is consistent across all GC increments).

What magnitudes of percentile that the adjusted worst-case cost coefficients $awc_1$ in table B.2 and B.3 in the Appendix are when the complete set of measurements are derived from one GC increment? We define a worst-case GC increment to be an observed GC increment that takes the maximum time to execute the same amount of GC work. The percentile derived using a worst-case GC increment covers all other GC increments.

In figure 4.8, GC cost coefficient $\delta_{Me}$ for the incremental GC mark phase $P_5$ is measured using the work-based GC increment $I_5$ of size $k_5 = 0.5$. The measurement sets are gathered using the worst-case GC increments and the GC cycle as well. The case when the measurement set is gathered using the GC cycle is shown in figure 4.5. Again, the point $(x, y)$ in each curve means that among the complete set of cost coefficient measurements (either using worst-case GC increments or GC cycle), there are $y$ percentage measurements having values larger than the value of $x$.

Figure 4.8 plots value distributions of the measurements for the GC cost coefficient $\delta_{Me}$ in heap...
marking increment $I_5$ with size $k_5$: 0.5, 1, 1.25 and 2\(^{11}\). The complete cost coefficients measurement set is gathered for the worst-case GC heap marking increment encountered by 100 application runs. The point $(x, y)$ in each curve means that among the complete set of cost coefficient measurements, there are $y$ percent having values larger than $x$.

Figure 4.8: Cost coefficient $\delta_{Me}$ Measurement using the worst-case GC increment $I_5$ (CPU cycle #) vs. Percentage (%)

The data show that the adjust worst-case cost coefficients $awc_1$ are approximately the 99th percentile of the measurements in the worst-case GC heap marking increment. Other cost coefficients have observed to have similar distribution characteristic using the worst-case GC increments as shown in figure B.4 and B.5 in the Appendix for $\delta_C$ and $\delta_{Sl}$.

4.6.2 Pessimism of $C_{GC}$ calculation

The calculated worst-case $C_{GC}$ in table 4.9 has observed pessimism, $\rho_{C_{GC}}$, that ranges from 40 up to 100. The worst-case cost coefficients directly affect the calculation of $C_{GC}$. Using the adjusted worst-case cost coefficients, the worst-case GC execution time $C_{GC}$ is recalculated using Equation (4.8) in table 4.15.

The resulting GC cost calculations are less pessimistic: $\rho_{C_{GC}}$, is less than 10 in all cases. Figure 4.9 shows a comparison of pessimism among the adjusted worst-case $awc_1$, the adjusted worst-case

\(^{11}\)Recall that the atomic GC work $a_5$ is processing half block of live heap in heap marking GC phase $P_5$. 0.5 stands for processing half block of live heap.
Table 4.15: The calculation of adjusted worst-case $C_{GC}(\mu s)$

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Measured $T_{P_1}$</th>
<th>Measured $T_{P_2}$</th>
<th>Measured $T_{P_3}$</th>
<th>$T_{P_1} + T_{P_2}$</th>
<th>$C_{GC}$</th>
<th>$\rho_{C_{GC}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gc-stress</td>
<td>2484 545 378 11.01</td>
<td>3651 7184</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculated $awc_1$</td>
<td>3820 645 1158 13.21</td>
<td>55397 60917</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculated $awc_2$</td>
<td>2608 582 984 12.11</td>
<td>38174 42649</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCBench</td>
<td>2173 512 301162 14.25</td>
<td>3574 306507</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculated $awc_1$</td>
<td>3745 742 813021 17.10</td>
<td>41798 839420</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculated $awc_2$</td>
<td>2639 716 706882 15.68</td>
<td>26631 760913</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BinaryTree</td>
<td>2517 495 366049 14.36</td>
<td>3609 372943</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculated $awc_1$</td>
<td>3790 668 938437 17.23</td>
<td>47376 990408</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculated $awc_2$</td>
<td>2620 540 880671 15.80</td>
<td>25080 918979</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph</td>
<td>2358 533 1939567 12.43</td>
<td>2922 1945509</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculated $awc_1$</td>
<td>4390 635 11391644 14.92</td>
<td>30475 11429274</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculated $awc_2$</td>
<td>3143 620 10078529 13.67</td>
<td>17028 10099459</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$awc_2$ and the worst-case for the calculation of $C_{GC}$.

Figure 4.9: Pessimism $\rho_{C_{GC}}$ using different $C_{GC}$ calculations

4.6.3 Pessimism of GC increment cost calculation

With the cost coefficient distribution characteristic observed in GC increments, GC increment estimates can be calculated with the adjusted worst-case cost coefficient, for instance, the adjusted worst-case cost coefficient set $awc_1$ in table B.2 and B.3. In figure 4.10, the GC increments are work-based with $k_1 = 3000$, $k_2 = 3000$, $k_4 = 2$, $k_5 = 6$, $k_6 = 600$, $k_7 = 2000$ and $k_8 = 2000$, where $k_i$ is the number of atomic GC work $a_i$ that form an uninterruptible GC increment$^{12}$.

In figure 4.10, the pessimism of the GC increments range from 1.24 to 1.81 that shows the adjust worst-case cost coefficients can be used to calculate the GC increment costs

---

$^{12}$The variations of $k_i$ are due to the definitions of the atomic GC works, $a_i$ for each GC increments, $I_i$, given in table 4.10 in section 4.5.
Figure 4.10: Pessimism $\rho_i$ of GC increments estimates ($i = 1, 2, 4, 5, 6, 7, 8$)

Table 4.16: The calculation of write barrier cost $C_{wb} (\mu s, \# / \mu s)$

<table>
<thead>
<tr>
<th>Application</th>
<th>$W_{total}$</th>
<th>$I_{max}^{GC}$</th>
<th>$2I_{P_2} + I_{P_3}$</th>
<th>$C_m$</th>
<th>$C_{wb}$</th>
<th>$\sigma_{wb}$</th>
<th>$\sigma_{wb}$</th>
<th>$r_M$</th>
<th>$\rho^{\sigma_{wb}} = \frac{\sigma_{wb}}{\sigma_{wb}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC-stress</td>
<td>401</td>
<td>0.583</td>
<td>0.161</td>
<td>3290105</td>
<td>56</td>
<td>321</td>
<td>1.000018</td>
<td>1.00002</td>
<td>0.00013</td>
</tr>
<tr>
<td>GCBench</td>
<td>1452115</td>
<td>0.635</td>
<td>0.981</td>
<td>2465793</td>
<td>1920789</td>
<td>2888419</td>
<td>1.778</td>
<td>2.171</td>
<td>0.588</td>
</tr>
<tr>
<td>BinaryTree</td>
<td>1591477</td>
<td>0.847</td>
<td>0.982</td>
<td>5313741</td>
<td>3239997</td>
<td>3912040</td>
<td>1.609</td>
<td>1.737</td>
<td>0.300</td>
</tr>
<tr>
<td>Graph</td>
<td>3244416</td>
<td>0.716</td>
<td>0.998</td>
<td>8001384</td>
<td>1558434</td>
<td>7121232</td>
<td>1.195</td>
<td>1.890</td>
<td>0.405</td>
</tr>
</tbody>
</table>

4.6.4 Pessimism of write barrier cost calculation

During the experiments, write barrier cost coefficients, $\delta_{WBC_1}$, $\delta_{WBC_2}$ and $\delta_{WBP}$, have the similar distribution characteristics that the maximum of the observed values are much larger than the vast majority of the observed values across a variety of applications with various workloads. Adjusted write barrier cost coefficients are measured among 99.9%th percentile that $\delta_{WBC_1} = 0.59 \mu s$, $\delta_{WBC_2} = 0.935 \mu s$ and $\delta_{WBP} = 1.311 \mu s$ with number of CPU cycles 1080, 1710, 2398 respectively. Write barrier cost is recalculated for $C_{wb}$ and $\sigma_{wb}$ with the set of adjusted cost coefficients in table 4.16.

Table 4.12 and 4.16 shows that the write barrier cost estimates are improved from the maximum pessimism of 35.61 with the worst-case cost coefficients to 1.582 with the adjusted cost coefficients.
4.7 Summary

The real-time GC cost model described in this chapter factors the contributions of the GC implementation and the application-imposed workload. GC cost coefficients together with application-dependent parameters allow computation of the GC cycle time. Separation of these aspects is a step along the road to an engineering approach to garbage collection in real-time systems, allowing prediction of system behavior from knowledge of component behavior and environmental specifications.

The coefficients defined in this model have been found to be stable when measured across a variety of applications. The pessimism, however, is largely due to a small number of outlier measurements used in computing the coefficients. We believe, but cannot prove (yet), that this is due to variations in the execution by either the operating system or the hardware cache subsystem during the measurement process. The dramatic improvement in the pessimism suggests that effort to identify and remove this source of variability would be well worthwhile. A large overestimation of GC cost reduces the chance for a real-time application to pass a schedulability analysis, especially with constrained amount of resources. Thus, the derivation of adjusted worst-case GC cost is proposed to find a tighter estimate. Several experiments have been done to demonstrate such an improvement by eliminating corresponding outliers from cost coefficient measurements.

Thus far, the applications used to validate the model have been more along the lines of benchmarks than actual real-time applications. As a first application, the GridStat status router was re-implemented in chapter 6 to show the whole process of automated RTGC integration in the real-time systems.

The modified BDW collector for Mono is parameterized by a number of “knobs” that control the size of the uninterruptible increments in the various phases. The model coefficients and parameters described here were chosen to support scheduling GC and mutator activity at the level of these increments. The next chapter presents the scheduling rules and algorithms that can take
advantage of that capability.
CHAPTER 5

SCHEDULING MECHANISMS USING RTGC INCREMENTALITY

This chapter presents GC-included real-time scheduling and schedulability analysis using the RTGC configurations, which are a particular set of parameterized rules and parameter values for a collector. We propose two RTGC configuration plans: work-based $\xi_W$ and time-based $\xi_T$; and illustrate the scheduling mechanisms with two types of real-time systems. They are (1) a guaranteed minimum mutator utilization, $\mu_{MMU}$ over time duration $\Delta t$; or (2) fixed-priority systems with specific deadline requirements respectively. The scheduling mechanisms derive constraints on the RTGC configuration plans’ scheduling parameters and calculate the heapsize requirement $H$ as functions of GC cost and the GC scheduling parameters.

In chapter 4, our RTGC implementation – the modified BDW collector in Mono supports the controllable RTGC incrementality. It allows users to configure GC trigger condition and specify GC increment sizes. The modified collector is parameterized by a number of “knobs” that control the size of the uninterruptible increments in various GC phases. These GC invocation configurations and GC increment size parameters are computed by the scheduling and schedulability analysis module, which is this section’s primary focus. Meeting real-time timing requirements are relied on proper scheduling and schedulability analysis techniques, [70, 4, 6, 15, 33], with the underlying task model. The RTGC scheduling mechanisms presented in this section incorporate these existing scheduling techniques.
The remainder of this chapter is organized as follows: section 5.1 gives an overview of scheduling and schedulability analysis techniques. It also outlines the groups of RTGC scheduling mechanisms and the objectives of the RTGC scheduling mechanisms. Section 5.2 proposes two RTGC configuration plans to schedule GC work. Section 5.3 and 5.4 illustrate the algorithms associated with the RTGC scheduling using MMU and Cspace scheduling policies. Section 5.5 draws a conclusion for this chapter.

5.1 Scheduling preliminary

In our modified RTGC implementation, the GC work is carried out in a single Mono run-time thread, different from the mutator threads. This allows the integration of garbage collection into the current scheduling and schedulability analysis framework to see whether the GC-enabled system is schedulable prior to execution. This section gives the state-of-the-art in scheduling and schedulability analysis and outlines the objectives of the RTGC scheduling mechanisms.

5.1.1 Scheduling and schedulability analysis

Meeting real-time timing properties, such as deadline requirements has relied on proper scheduling and schedulability analysis techniques. We categorize the existing analysis techniques into: analytical, [15, 70, 6, 33, 4] and model-based, [48, 71, 97, 42, 44, 28, 13] according to the type and scope of the analysis.

1. **Analytical scheduling theory**

   This group is constituted by formal and informal notations that use the scheduling results for a periodic task model to statically assess timing requirements. The analysis usually deals with the deadline satisfaction requirements without taking programs’ functionality into account.

2. **Model-based scheduling**
This group uses verification techniques that are based on state space exploration, such as reachability analysis, and model checking techniques, [29]. Compared to analytical approaches, model-based techniques are capable to solve a broader family of real-time applications by modeling more general timing satisfaction requirements than deadlines. Their hypothesis on the real-time task model are less restrictive than the analytical ones. Their major drawback is the fact that they suffer from state space explosion problem, thus the associated verification problem has high time and space complexity.

Model-based approaches can be further divided into two subcategories: algebra-based [44, 28, 13] and automata-based [48, 71, 97, 42]. The algebra-based approaches, for instance, RTSL, [44], use formal semantics and search for timing exceptions in the automatically generated finite state systems. The automata-based approaches model the problem (tasks and scheduling policy) in a general mathematical framework, e.g. timed automata with priorities, where schedulability is formulated as a property of the model and schedulability analysis checks whether the model satisfies the property or not.

Scheduling techniques can also divided into deterministic and stochastic scheduling, [73, 88], where stochastic scheduling is concerned with scheduling problems in which the processing times of tasks are modeled as random variables. Recall in chapter 3, task model $\Gamma_{N+1}$ considered in the system model is a periodic or sporadic task model that is tailored to fit the GC-integrated real-time systems. Each task in $\Gamma_{N+1}$ is characterized with $\tau_i = (\Phi_i, C_i, \sigma_i^{ub}, T_i, D_i, A_i, B_i)$ (see page 42 for detail). Our RTGC scheduling mechanisms are integrated with the analytical deterministic scheduling policies for priority-driven real-time systems.

**Schedulability analysis of fixed-priority systems**

Fixed-priority systems schedulability analysis has been widely studied in real-time literature. Many acceptance tests have been developed to guarantee real-time timing properties for a set of periodic
tasks. They fall in two classes: 

Sufficient tests usually have polynomial time complexity and can be used for on-line timing analysis for real-time applications when real-time tasks are admitted dynamically. However, providing only a sufficient schedulability condition may cause a poor processor utilization.

Exact (precise) tests provide a necessary and sufficient schedulability condition, but are too complex to be executed on-line for large task sets. It is because that many of these tests require the task response time to be calculated iteratively in the presence of higher priority tasks. Lehoczky et al., [64], were among the first to propose the exact test for rate-monotonic analysis (RMA), [70], where a set of time points defined for schedulability analysis is verified that before each time point (in the set), the total computation for a given task set completes before that time point. Audsley et al., [6], propose another original exact test for RMA, in which each task’s worst-case response time \( R_i \) is calculated using an iterative formula that they derived. Schedulability analysis checks to make sure that each task’s worst-case response time \( R_i \) is less than or equal to its deadline.

5.1.2 RTGC scheduling mechanisms groups

The existing research work on RTGC scheduling is discussed in section 2.4.2 in chapter 2. In most approaches, GC work is carried out as an individual real-time task. It allows better control over GC, since GC can be scheduled together with real-time tasks so that the schedulability tests verify real-time predictability. Baker’s approach, [8], is an exception to this strategy where GC work is incrementally invoked and executed upon mutator allocations.

In chapter 3, when scheduling GC as an individual task, SCHED component in the system model defines two ways to schedule GC using: (1) \( \xi_{GC} \) – the RTGC configuration based GC scheduling parameters and (2) \( \bar{\xi}_{GC} \) – the classical real-time task’s scheduling parameters, i.e., \( T_{GC} \), the period of the GC task; or \( R_{GC} \), the worst-case GC response time\(^1\). The existing GC scheduling

\(^1\)Recall that RTGC configuration describes the rules and parameters used for garbage collection in any particular real-time system.
approaches can be categorized into two groups according to \textit{SCHED}:

1. Group 1 using $\xi_{GC}$, [7, 51]: Scheduling GC using explicit RTGC configuration instances. The RTGC configuration tells how GC increments are issued and how big GC increment sizes are in terms of GC work or CPU time, for instance, in [51], a fixed execution time quanta is assigned to each GC increment when GC cycles are triggered. Explicit RTGC configurations should be computed by integrated scheduling module with real-time task set. These GC scheduling parameters can be tuned with heap requirement and GC triggering rules during scheduling analysis.

2. Group 2 using $\xi_{GC}$, [54, 61, 83]: Scheduling GC with the traditional real-time task’s scheduling parameters. The schedulers, earliest-deadline-first (EDF), sporadic server (SS) \textit{etc.} are used among these approaches. The GC increments are issued implicitly by the real-time schedulers. These GC scheduling parameters can be tuned with heap requirement as well.

These two methods must schedule GC work together with real-time task set. The difference lies in the GC-mutator interleaving is determined by either explicit RTGC configurations or implicit real-time scheduler features. The explicit RTGC configurations supports a broader class of real-time applications, for instance, those applications where guaranteed low-latency (hence, the maximum mutator pause time) is critical, [2]. Examples include audio applications that need system keeping up with the audio streaming or network communication applications, such as high-speed data transfer, [10, 40], that need small time delay between receiving input data and responding to that data. Since GC increment sizes affect the maximum mutator pause time, using the explicit RTGC configurations, GC incrementality is computed to guarantee real-time low-latency requirements. This provides a tailored GC for real-time applications.
5.1.3 The objective of RTGC scheduling mechanisms

Recall that our overarching goal toward RTGC is to pursue the systematic approach of automating garbage collection configurations for a real-time system with its workload to meet platform-independent timing properties by analyzing platform-dependent timing-related memory-management behavior. It leads to two topics of interests: GC cost estimates, GCCM – the GC cost model, and GC scheduling mechanisms, SCHED. Figure 5.1 depicts the dependency between these two parts and shows the objective of our RTGC scheduling mechanisms – computing RTGC configuration parameters using the knowledge of the real-time system and GC implementation.

Figure 5.1: RTGC scheduling objective

With heap memory requirement $H$, SCHED takes the knowledge of real-time task set, $\Gamma_N$, the worst-case GC cycle execution time, $C_{GC}$, and GC scheduling resolution, $\nu_{GC}$ (estimates from GCCM) as inputs, and outputs GC scheduling parameters, such as GC cycle response time, $R_{GC}$, GC cycle period, $T_{GC}$, RTGC configuration instances with GC incrementality etc. Heap size, $H$ is tunable to produce different GC scheduling parameters. (Tunable attributes have “black dots” associated with the arrow in the figure.)

5.2 RTGC scheduling mechanisms

A particular set of parameterized rules and parameter values is termed a RTGC configuration in section 3.2 in chapter 3, which determines the ways that an RTGC algorithm is controlled in a particular system. It characterizes the GC execution pattern. With GC scheduling using the rules in the RTGC configuration, schedulability analysis computes feasible parameter values in the RTGC configuration for a given task set $\Gamma_{N+1}$ in the system model.
The modified RTGC implementation allows GC to be scheduled by work or by time. Work-based RTGC configurations specify the parameterized GC increment sizes using the set of GC incrementality knobs introduced in section 4.5.4. Time-based RTGC configurations issue GC increment in terms of CPU time.

5.2.1 Work-based RTGC configuration

- **GC Trigger** - GC is triggered aperiodically when free heap memory drops below the preset threshold $F$. For this case, the minimum GC cycle inter-arrival time $T_{GC}$ needs be derived.

- **GC Interleaving (with mutator)** - Whenever a GC cycle is triggered, GC increments and mutators are interleaved in a way that depends on which phase $P_i$ GC is in. GC expends $k_i$ amount of collection work according to the settings given by RTGC incrementality before yielding to the mutator and then mutator expends $P_{MI_i}$ CPU time before yielding back to the GC. The interleaved execution pattern proceeds until the current GC cycle completes.

The GC execution pattern is shown in figure 5.3. The RTGC configuration parameters include $T_{GC}$ and the set of $k_i$, where $i = 1, 2, 4, 5, 6, 7, 8$, which will be functions of heap memory requirement $H$, preset free memory threshold $F$ and $P_{MI_i}$, together with all other timing properties given in the task model $\Gamma_{N+1}$. Again, the derivation of these RTGC configuration parameters depends on the scheduling and schedulability analysis applied on the whole task set $\Gamma_{N+1}$.

![Figure 5.2: Work-based RTGC configuration $\xi_W$](image)

5.2.2 Time-based RTGC configuration

- **GC Trigger** - GC is triggered periodically with period $T_{GC}$
- **GC Interleaving (with mutator)** - Whenever GC cycle is triggered, GC increments and mutator are interleaved in a way that GC expends $P_{GCI}$ CPU time before yielding to the mutator and then mutator expends $P_{MI}$ CPU time before yielding back to the GC. The interleaved execution pattern proceeds until the current GC cycle completes.

The GC execution pattern is shown in figure 5.3. The RTGC configuration parameters include $T_{GC}$ and $P_{GCI}$, which will be functions of heap memory requirement $H$ and $P_{MI}$ together with all other timing properties given in the task model $\Gamma_{N+1}$. The derivation of these RTGC configuration parameters depends on the scheduling and schedulability analysis applied on the whole task set $\Gamma_{N+1}$.

![Figure 5.3: Time-based RTGC configuration $\xi_T$](image)

### 5.2.3 GC Scheduling Resolution $\nu_{GC}$

The scheduling and schedulability analysis computes the RTGC configuration parameters. The computation needs the knowledge of the GC scheduling resolution $\nu_{GC}$. The GC scheduling resolution $\nu_{GC}$ is defined as the maximum GC execution latency due to the GC incrementality that imposes on mutator execution. It is the maximum execution time cost among all the atomic GC executions:

$$\nu_{GC} = \text{MAX}(T_{P_0}, T_{P_3}, T_{P_9}, T_{sp}, T_{fin}, t_1, t_2, t_4, t_5, t_6, t_7, t_8) \quad (5.1)$$

where $T_{P_j}$ ($j = 0, 3, 9$), $T_{sp}$ and $T_{fin}$ are atomic GC phase execution time and $t_i$ ($i = 1, 2, 4, 5, 6, 7, 8$) are the atomic GC work in incremental GC phases that are defined in table 4.10 in page 93. Some
Table 5.1: Calculating the GC scheduling resolution $\nu_{GC}$ for GCBench

<table>
<thead>
<tr>
<th>Time cost $t_i$ ((\mu s)) of atomic GC work $a_i$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_4$</th>
<th>$t_5$</th>
<th>$t_6$</th>
<th>$t_7$</th>
<th>$t_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20.22</td>
<td>15.83</td>
<td>990.00</td>
<td>311.52</td>
<td>0.686</td>
<td>22.12</td>
<td>18.28</td>
</tr>
</tbody>
</table>

Atomic phase cost $T_{P_j}$ (\(\mu s\))

<table>
<thead>
<tr>
<th>$T_{P_0}$</th>
<th>$T_{P_3}$</th>
<th>$T_{P_5}$</th>
<th>$T_{sp}$</th>
<th>$T_{fin}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.80</td>
<td>53.44</td>
<td>12.22</td>
<td>76.06</td>
<td>54.66</td>
</tr>
</tbody>
</table>

of the atomic GC work $a_i$ are application-dependent, for instance, the atomic GC work $a_4$ in incremental stack scan phase is *Scan one thread stack in GC phase*. The estimate of $a_4$'s cost is application-dependent (depending on thread stack reference density *etc.*). Therefore, the GC scheduling resolution $\nu_{GC}$ is also application-dependent.

As an example, in table 5.1, the GC scheduling resolution $\nu_{GC}$ for the application GCBench is estimated to be 990\(\mu s\) due to $t_4$.

5.3 Work-based RTGC configuration schedulability analysis using MMU

The following two sections demonstrate scheduling and schedulability analysis with both the work-based, $\xi_W$ and time-based, $\xi_T$ RTGC configuration instances given in section 5.2. Different scheduling policies are used for these two RTGC configuration instances.

In this section, the work-based RTGC configuration instance, $\xi_W$ is scheduled to meet real-time constraint that is specified by minimum mutator utilization (MMU) over a given time interval $\Delta t$, denoted as $\mu_{MMU}$. It was defined by Cheng and Blelloch, [25], which is the minimum CPU utilization by the mutator over all intervals of width $\Delta t$. The minimum mutator utilization, $\mu_{MMU}$ is a function of window size $\Delta t$.

For example, play station game pad might require a response time of 50ms and the game pad controlling code might take 2ms to execute. It is sufficient to have a minimum mutator utilization of 4\% at a granularity of 50ms. Therefore, for this game pad real-time application, the real-time constraint is to achieve $\mu_{MMU} = 4\%$.
5.3.1 RTGC configuration $\xi_W$ scheduling parameters constraints

Besides the GC execution characteristics described in $\xi_W$, one constraint is added that $P_{MI_i} + k_i \cdot t_i = P_{GCMI}$, where $P_{GCMI}$ is fixed for all $i$. The constraint simplifies the calculation of mutator utilization as a function of RTGC configuration scheduling parameters. Figure 5.4 illustrates the RTGC scheduling and the heap consumption, $F$ is the preset free memory threshold triggering the GC cycles and $H$ is the heapsize requirement.

![Figure 5.4: Work-based RTGC configuration $\xi_W$ with MMU (case 1)](image)

**Determining work-based GC increment sizes**

During time duration $\Delta t$, there are $\left\lfloor \frac{\Delta t}{P_{GCMI}} \right\rfloor$ complete GC-mutator increment pairs. The mutator utilization over $\Delta t$ can be calculated as

$$\mu(\Delta t) \geq \frac{\sum_i n_i \cdot (P_{GCMI} - k_i \cdot t_i) + \sum_j n_j \cdot (P_{GCMI} - T_{P_j})}{\Delta t}$$

(5.2)

Where $(\sum_i n_i + \sum_j n_j) \leq \left\lfloor \frac{\Delta t}{P_{GCMI}} \right\rfloor$.

Here, $i = 1, 2, 4, 5, 6, 7, 8$ represent the incremental GC phases and $n_i$ is the number of GC-mutator increment pair $(P_{MI_i}, k_i \cdot t_i)$ in time interval $\Delta t$. $j = 0, 3, 9, sp, fin$ represent the atomic GC phases and $n_j$ is the number of GC-mutator increment pair $(P_{MI_j}, T_{P_j})$ in time interval $\Delta t$ and $n_j \leq 1$, since these constant-time atomic GC phase executions occur only once in each GC cycle.

$^2j = sp, fin$ represent the atomic GC phase $T_{sp}$ and $T_{fin}$. 
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We define
\[ kt_{\text{max}} = \max_i (k_i \cdot t_i) \] and
\[ kt_{\text{min}} = \min_i (k_i \cdot t_i) \]
where \( k_i \) must be chosen to satisfy real-time properties during schedulability analysis. First they satisfy
\[ kt_{\text{max}} \geq kt_{\text{min}} \geq \nu_{GC} \geq T_{P_j} \]
where \( \nu_{GC} \) is the GC scheduling resolution discussed in section 5.2.3 and \( j = 0, 3, 9, sp, fin \) represent the five atomic GC phases. Then we have
\[ P_{GCMI} - k_i \cdot t_i \geq P_{GCMI} - kt_{\text{max}} \] and
\[ P_{GCMI} - T_{P_j} \geq P_{GCMI} - kt_{\text{max}} \]

The calculation in Expression (5.2) is simplified using the above expressions:
\[ \mu(\Delta t) \geq \frac{\lfloor \frac{\Delta t}{P_{GCMI}} \rfloor \cdot (P_{GCMI} - kt_{\text{max}})}{\Delta t} \geq \mu_{MMU} \] \[ \Rightarrow \bar{kt}_{\text{max}} \leq P_{GCMI} - \frac{\mu_{MMU} \cdot \Delta t}{\lfloor \frac{\Delta t}{P_{GCMI}} \rfloor} \]

**Determining the free memory threshold \( F \)**

Using the work-based RTGC configuration, \( \xi_w \), GC is triggered when free memory goes below the preset threshold \( F \). A good choice of the free memory threshold \( F \) should avoid triggering GC when mutator executes in a state when it still keeps allocating without deallocating. In this case, GC is invoked without reclaiming any garbage, and CPU time is wasted.

An application’s allocation patterns affect the choice of \( F \). To be feasible \( F \) must be above the amount of free memory at the point when the application just enters its steady state. A real-time application’s steady state is when the application enters its repeatable execution pattern, i.e., the periodic invocations of the periodic task set during application’s execution.

In figure 5.4, heap consumption is plotted by time with GC cycles. Every time GC is triggered, it reclaims a certain amount of garbage to bring the used memory below \( H - F \). The next GC
cycle will not be triggered upon the completion of the first GC cycle, where $T_{GC} > R_{GC}$. In figure 5.5, heap consumption in (a) and (b) shows that GC is invoked collecting some garbage (or no garbage) and the next GC cycle immediately follows the completion of the previous GC cycle, where $T_{GC} = R_{GC}$. In this case, GC is invoked frequently while not reclaiming much garbage (there is no garbage reclaimed in figure 5.5 (b)) due to the inappropriate choice of $F$.

**Figure 5.5: Work-based RTGC configuration $\xi_W$ with MMU (case 2,3)**

For the $e$-th GC cycle during application’s execution, we define: $M_e^G$, the garbage reclaimed in $e$-th GC cycle, $M_e^A$ is the mutator allocation in the duration of $R_{GC}$ in $e$-th GC cycle, and $E_{max}$ is the maximum total number of GC cycles during a complete application execution. Ensuring that applications never run out of memory require that $H - F + \sum_{e=1}^{E} (M_e^A - M_e^G) \leq H$ for any $E$ ($1 \leq E \leq E_{max}$). Thus, the choice of $F$ should satisfy:

$$F \geq \sum_{e=1}^{E} (M_e^A - M_e^G) \text{ for all } E \text{ that } 1 \leq E \leq E_{max}$$

(5.4)

**Determining the heap requirement $H$**

So far, we derive the constraints for the RTGC configuration $\xi_W$ scheduling parameters: (i) the GC increment sizes need to satisfy Expression (5.3) and (ii) for GC triggering the preset free memory
threshold $F$ needs to satisfy Expression (5.4). These constraints are a result of real-time timing requirement in terms of the minimum mutator utilization, $\mu_{MMU}$, and the application’s memory usage behaviors. Here, the heapsize requirement for RTGC configuration $\xi_W$ is studied.

For the $e$-th GC cycle, let $L_e$ be the live memory at the start of the cycle, $FG_e$ be the floating garbage at the start of the cycle (it is generated from the previous $(e - 1)$-th GC cycle), and $M_e^A$ be memory allocated during the current GC cycle. The heap memory required during the cycle, $H_e$, satisfies: $H_e = L_e + FG_e + M_e^A$. The worst-case scenario for floating garbage is that all memory allocated during $(e - 1)$-th GC cycle, $M_{e-1}^A$, becomes floating garbage of the current $e$-th GC cycle that $FG_e \leq M_{e-1}^A$.

**Lemma 1.** For the $e$-th GC cycle, the amount of heap memory required $H_e$ is bounded by the maximum live memory $L_e^{\text{max}}$ at the start of the cycle, the maximum memory allocated in $e$-th GC cycle, $M_e^{A_{\text{max}}}$ and the maximum memory allocated in $(e - 1)$-th GC cycle, $M_{e-1}^{A_{\text{max}}}$, [74].

\[
H_e \leq L_e + M_e^{A_{\text{max}}} + M_{e-1}^{A_{\text{max}}} \tag{5.5}
\]

\[
\implies H = L + 2 \cdot A_{\text{max}}
\]

since the maximum live memory during application execution, $L$, satisfies $L \geq L_e$ and the maximum memory allocation during GC cycles, $A_{\text{max}}$, satisfies $A_{\text{max}} \geq M_e^{A_{\text{max}}}$ and $A_{\text{max}} \geq M_{e-1}^{A_{\text{max}}}$. With the knowledge of real-time tasks’ allocation metrics, $A_{\text{max}}$ is calculated as

\[
A_{\text{max}} = \sum_{i=1}^{N} \frac{R_{GC}}{T_i} \cdot A_i \tag{5.6}
\]

where $R_{GC}$ is the worst-case GC cycle response time.

Let $NI_i$ be the number of GC increments occurring in each incremental GC phase, and $\sum_{i=1}^{N} NI_i$. 
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\( k_i \cdot t_i + T_{P0} + T_{P3} + T_{P9} + T_{sp} + T_{fin} \) constitutes one GC cycle execution time. Also let \( T_{a}^{sum} \) be the sum of all the atomic GC phase execution time, and \( T_{a}^{sum} = T_{P0} + T_{P3} + T_{P9} + T_{sp} + T_{fin} \).

The worst-case GC response time \( R_{GC} \) is calculated as:

\[
R_{GC} = \sum_{i=1}^{N} N I_i \cdot P_{GCMI} + T_{a}^{sum} \leq \frac{C_{GC}}{k I_{min}} \cdot P_{GCMI} + T_{a}^{sum} \tag{5.7}
\]

where \( k I_{min} = \min_{i}(k_i \cdot t_i) \)

With \( R_{GC} \) satisfying Expression (5.7) and the heapsize calculated in Equation (5.3), the heap requirement \( H \) can calculated using:

\[
H = L + 2 \cdot \sum_{i=1}^{N} \frac{C_{GC}}{k I_{min}} \cdot P_{GCMI} + T_{a}^{sum} \cdot A_i \tag{5.8}
\]

The heapsize \( H \) calculated using Equation (5.8) is a function of the RTGC configuration \( \xi \) \( W \) scheduling parameters, for instance, \( P_{GCMI}, \overline{k I_{min}} \) and GC cost estimate \( C_{GC} \) from GCCM component. On page 74, \( C_{GC} \) is calculated using Equation (4.8), which is a function of heapsize \( H \) with the GC cost coefficients and application-dependent parameters known \textit{a priori}. It is rewritten as:

\[
C_{GC} = \sum_{i=0}^{i=0} T_{P_i} = \Upsilon + \delta S_r \cdot H \tag{5.9}
\]
\[ \Upsilon = (T_{p_0} + T_{p_3} + T_{p_6}) + \]
\[ M_t \cdot N_T \cdot \theta_t \cdot (\delta_R + \max(\delta_{R_{mp}}, \delta_{R_{ld}})) + M_t \cdot N_T \cdot \delta_R + \]
\[ L \cdot \theta_h \cdot (\delta_{M_e} + \delta_{M_{mp}}) + L \cdot \theta_{h_v} \cdot (\delta_{M_e} + \delta_{M_{ld}} + \delta_{M_{sv}}) + \]
\[ L \cdot \delta_{M_{hr}} + \frac{A_{max}}{B} \cdot (\delta_C + \delta_{U_e}) + \frac{U_{max}}{B} \cdot \delta_{U_p} + \]
\[ T_{fin} + \delta_{F_{at}} \cdot \theta_{at} \cdot L + \]
\[ T_{sp} + \frac{G_t}{B} \cdot \delta_{S_i} + \frac{G_s}{B} \cdot (\delta_{S_r} + \delta_{S_{enq}}) \]

5.3.2 Algorithms of $\xi_W$ scheduling and schedulability analysis using MMU

Using Equation (5.9) where $C_{GC} = \Upsilon + \delta_{S_r} \cdot H$, the heapsize $H$ is recalculated as

\[ H = \frac{L + 2 \sum_{i=1}^{N} A_i \cdot T_i \cdot (T_{sum} + \frac{\Upsilon \cdot P_{GCMI}}{kT_{min}})}{1 - 2 \sum_{i=1}^{N} A_i \cdot T_i \cdot \frac{\delta_{S_r} \cdot P_{GCMI}}{kT_{min}}} \quad (5.10) \]

In Equation (5.10), the heapsize $H$ monotonically increases with the value of $P_{GCMI}$, therefore, Algorithm 3 is proposed to find the minimum valid $P_{GCMI}$. It takes the inputs: a user-specified value of $kT_{min}$ and the real-time timing property in terms of $\mu_{MMU}$ and $\Delta t$, and finds the minimum valid $P_{GCMI}$. The choice of $kT_{min}$ needs to satisfy $kT_{min} \geq \nu_{GC}$ and $kT_{max} \geq \nu_{GC}$, where $\nu_{GC}$ is the GC scheduling resolution.

Algorithm (4) calculates the heapsize requirement $H$ as a function of $P_{GCMI}$.

To summarize, when real-time timing property is specified with the minimum mutator utilization $\mu_{MMU}$ over the given $\Delta t$, GC scheduling using the RTGC configuration $\xi_W$ in the task model $\Gamma_{N+1}$ consists of three steps:

- Determine the GC incrementality parameters $k_i$ using the constraint given in Expression (5.3);
Algorithm 3 $\xi W$ GC: Determine the minimum valid $P_{GCM1}$ value with MMU requirements

**Require:** This function is called upon a task set modeled in $\Gamma_{N+1}$ and returns the minimum valid $P_{GCM1}$

1: double $\text{Min}_{P_{GCM1}}(\mu_{MMU}, \Delta t, kl_{min}, \text{retry})$ \{There are one chosen value $kl_{min}$ and two initially set values $P_{GCM1} = kl_{max} = \nu_{GC}$\}

2: while (retry) do

3: if $(P_{GCM1} - \mu_{MMU} \cdot \Delta t + T_{max}^{max} [\frac{\Delta t}{P_{GCM1}}]) > kl_{min}$ then

4: set $kl_{max}$ to $P_{GCM1} - (\mu_{MMU} \cdot \Delta t + T_{max}^{max} [\frac{\Delta t}{P_{GCM1}}])$;

5: return $P_{GCM1}$;

6: else

7: $P_{GCM1} += \nu_{GC}$;

8: end if

9: decrement retry quanta by 1;

10: end while

11: return 0; \{Failed to find $P_{GCM1}$\}

Algorithm 4 $\xi W$ GC: Determine GC scheduling parameters together with heapsize requirement $H$ with MMU requirements

**Require:** This function is called upon a task set modeled in $\Gamma_{N+1}$ and returns the heapsize requirement $H$

1: long $\text{Sched\_Analysis\_MMU}(\mu_{MMU}, \Delta t)$ \{There are two preset values: initial $P_{GCM1} = kl_{max} = \nu_{GC}$\}

2: $P_{GCM1} = \text{Min}_{P_{GCM1}}(\mu_{MMU}, \Delta t, \text{retry})$

3: if ($P_{GCM1} == 0$) then

4: increase retry quanta \{Algorithm 3 failed to calculate the valid $P_{GCM1}$ within the preset retry quanta.\}

5: else

6: Calculate the heapsize requirement $H$ using Equation (5.10)

7: end if

8: return 0;

9: \}
Choose a valid free memory threshold $F$, given in Equation (5.4);

Derive a minimum heap requirement $H$, given in Equation (5.8).

Algorithm 3 and Algorithm 4 calculate the $k_i$, $F$ and $H$. These derived scheduling parameters guarantee that a task set $\Gamma_{N+1}$ is schedulable to meet the specified $\mu_{MMU}$ over $\Delta t$.

5.4 Time-based RTGC configuration schedulability analysis using the exact C-space feasibility test for fixed-priority systems

Fixed priority scheduling is widely used in modern real-time systems and many schedulability analysis have been extensively studied in real-time literature. As proven by Liu and Layland [68], the worst-case scenario for a periodic task set scheduled by RM occurs when all the tasks are simultaneously activated. Further, under arbitrary fixed priorities (non-RM) this scenario of simultaneous activation is still the worst-case even with the presence of shared resources, [86]. Without loss of generality, in the task model $\Gamma_{n+1}$ given in section 3.3.1, assume $\Phi_i = 0$ for all the tasks including the GC, where $\Phi_i$ is an initial activation time for real-time task $\tau_i$.

In this section, a real-time task set $\Gamma_{n+1}$ is scheduled with fixed priorities (FP) and an exact schedulability analysis proposed in [15] is used. It is called the C-space feasibility test: a task set is viewed as a point in a space specified by the task set parameters, tasks periods $T_i$ and deadlines $D_i$. The feasibility test verifies whether this point (representing the task set) belongs to a schedulable region in C-space. A space where every coordinate is represented by a task execution time $C_i$ is called a C-space. In other words, the C-space feasibility test considers periods $T_i$ and deadlines $D_i$ as parameters, whereas worst-case execution times $C_i$ are the “free variables”, [15]. A constraint on the $C_i$ variables is a function of all the $T_i$ and $D_i$, which identifies a schedulable region in the C-space. The feasibility test checks to see whether the task set falls in the schedulable region or
not. In particular, a schedulable region is formulated as follows in [15]

\[ M_n(T_1, \cdots, T_n, D_1, \cdots, D_n) = \{ (C_1, \cdots, C_n) \in \mathbb{R}^n_+ : \text{\(\Gamma\) is schedulable by FP} \} \quad (5.11) \]

The C-space feasibility test is an exact schedulability analysis for a task set \(\Gamma\) with an arbitrary fixed priority (FP) assignment. The formulation of the schedulability analysis problem precisely specifies the feasibility(schedulability) region in the space of task execution time (the C-space).

5.4.1 GC-included C-space Formulation and the schedulable region

The original region formulation, [15], is extended to include the GC task, denoted as \(M_{N+1}\) as follows:

\[ M_{N+1}((T_1, D_1), \cdots, (T_N, D_N), (T_{GC}, D_{GC})) \quad (5.12) \]

\[ = \{ (C_1, \cdots, C_n, C_{GC}) \in \mathbb{R}^{N+1} : \text{\(\Gamma_{N+1}\) is schedulable by FP} \} \]

Similarly, in the formulation of \(M_{N+1}\), periods \(T_i, T_{GC}\) and deadlines \(D_i, D_{GC}\) are considered as parameters, whereas \(C_i, C_{GC}\) are the free variables. A constraint on the \(C_i, C_{GC}\) variables, which is a function of all the \(T_i, T_{GC}\) and the \(D_i, D_{GC}\), gives the schedulable region in the C-Space for the task set \(\Gamma_{N+1}\). The schedulability check is simply to make sure that the \(C_i, C_{GC}\) given in \(\Gamma_{N+1}\) fall in this schedulable region.

The C-space feasibility analysis theorem in [15] is applied in this section. It is restated using the extended region formulation of Equation (5.12) below:

**Theorem.** Given a periodic task set with GC, \(\Gamma_{N+1} = \{\tau_1, \cdots, \tau_{i-1}, \tau_{i+1}, \cdots, \tau_N\}\), where tasks priorities are in decreasing order and the schedulable region of the task set \(M_{N+1}\) (defined in Equation (5.12)), is given by

\[ M_{N+1}(T_1, \cdots, T_{GC}, \cdots, T_N, D_1, \cdots, D_{GC}, \cdots, D_N) \quad (5.13) \]
\[
= \{ \forall i = 1, \cdots, N, GC, C_i \cdot \sigma_i + B_i + W(D_i) \leq D_i \}
\]

Where \( W(D_i) \) and \( P_{i-1}(D_i) \) are further defined as:

\[
W(D_i) = \begin{cases} 
\min_{t \in \mathbb{P}_{i-1}(D_i)} \left[ \sum_{j=1}^{i-1} \left\lfloor \frac{t}{T_j} \right\rfloor \cdot C_j + (D_i - t) \right] & (i > 0) \\
0 & (i = 0)
\end{cases}
\]

and

\[
P_i(t) = \begin{cases} 
\mathbb{P}_{i-1} \left( \left\lfloor \frac{t}{T_i} \right\rfloor \cdot T_i \right) \cup P_{i-1}(t) & (i > 0) \\
t & (i = 0)
\end{cases}
\]

Our schedulability analysis algorithm for a given GC-included task set \( \Gamma_{N+1} \) is based on the above Theorem to check whether worst-case task execution time \( C_i \) and worst-case GC cycle execution time \( C_{GC} \) fall in the schedulable region in the \( C \)-space.

5.4.2 RTGC configuration \( \xi_T \) scheduling parameters constraints

Constraints are derived when GC is scheduled using the RTGC configuration instance \( \xi_i \) in this section. First, for the GC task, we have \( D_{GC} \leq T_{GC} \), \( D_{GC} \) is the relative GC task deadline, thus:

\[
D_{GC} = \left\lfloor \frac{C_{GC}}{P_{GCI}} \right\rfloor \cdot P_{MI} + C_{GC} \leq T_{GC}
\]

(5.15)

\[
where P_{GCI} \text{ is the GC execution time quantum and } P_{MI} \text{ is the mutator execution time quanta assigned when GC increments and mutator are interleaved when GC is triggered at intervals of } T_{GC}.
\]

Lemma 1 tells a heap requirement as a function of the maximum live memory and maximum mutator allocation. Here, we have \( A_{max} = \sum_{i=1}^{n} T_{GC} / T_i \cdot A_i \), therefore, the heap requirement using
the RTGC configuration $\xi_T$ is calculated as:

$$H = L + 2 \cdot \sum_{i=1}^{n} \frac{T_{GC}}{T_i} \cdot A_i$$  \hspace{1cm} (5.16)$$

Recall that Equation (5.9) calculates $C_{GC}$ as a function of heapsize $H$, where $C_{GC} = \Upsilon + \delta_{sr} \cdot H$.

Using Equation (5.15) and (5.16), the constraint on GC period $T_{GC}$ is expressed as:

$$T_{GC} \geq \frac{\Upsilon + \delta_{sr} \cdot L + \frac{P_{MI} \cdot P_{GCI}}{P_{MI} + P_{GCI}}}{1 + \frac{P_{MI}}{P_{GCI}}} - 2 \cdot \delta_{sr} \cdot \sum_{i=1}^{N} A_i$$  \hspace{1cm} (5.17)$$

All these constraints of $\xi_T$ scheduling parameters need scheduling and schedulability analysis using the C-space technique.

5.4.3 Algorithms of $\xi_T$ scheduling and schedulability analysis using C-space

Algorithm 5 takes a GC-included task set $\Gamma_{N+1}$ and tells whether this task set is schedulable or not according to the exact C-space schedulability analysis given in the Theorem on page 121. The function, $\text{calcWorkload}$, recursively computes $W(D_i)$ defined in Equation (5.14) in the Theorem.

Figure C.1 in the Appendix C lists the algorithm implementation in C#.

**Algorithm 5 $\xi_T$ GC: Fixed-Priority schedulability test with C-space**

**Require:** This function is called upon the task set modeled as $\Gamma_{N+1}$ and returns whether the task set is schedulable or not according to the exact C-space schedulability analysis

1: bool FPTest($\Gamma_{N+1}$){
2: for ($i = 1; i <= N + 1; i += 1$) do
3: if ($\tau_i.C_i + \text{calcWorkload}(i-1,\tau_i.D_i) > \tau_i.D_i$) then
4: return FALSE;
5: end if
6: end for
7: return TRUE;
8: }
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Using Algorithm 5 to check the schedulability of a given task set $\Gamma_{N+1}$, for time-based GC scheduling $\xi_T$, given the chosen mutator and GC increment sizes, $P_{MI}$ and $P_{GCI}$ satisfying constraint in Expression (5.15), the algorithm (6) computes the GC period $T_{GC}$ and the heap size requirement $H$ iteratively until the given $\Gamma_{N+1}$ (with GC included) succeeds in the exact schedulability analysis. In the Algorithm 6, RMS is used to assign the fixed-priority to the tasks in $\Gamma_{N+1}$. Other priority assignment policies can be programmed in Algorithm 6. This algorithm takes care of the GC period constraint $T_{GC}$ by using Expression (5.17) to calculate the initial value of $T_{GC}$.

**Algorithm 6 $\xi_T$ GC: Finding $T_{GC}$, $H$ with RMS**

**Require:** This function computes the GC scheduling parameter $T_{GC}$ for the time-based GC scheduling $\xi_T$

1: **Finding_GCSched($\Gamma_{N+1}$)**
2: Compute $T_{GC} = T_{GC}^{\text{init}}$ with Equation (5.17)
3: while $(T_{GC} > C_{GC})$ do
4: Recompute heapsize $H$ using Equation (5.16) for the current $T_{GC}$
5: Recompute $C_{GC}$ using Equation (5.9) with the new $H$
6: Reorder the task set $\Gamma_{N+1}$ with the new calculated $T_{GC}$ according to RMS policy
7: if FPTest($\Gamma_{N+1}$) == TRUE then
8: return the current $T_{GC}$ and $H$ that succeed schedulability test
9: else
10: $T_{GC} = T_{GC}^{INC}$ (\textit{$T_{GC}^{INC}$} is a preset constant and with the new $T_{GC}$, the next iteration of the computation starts.)
11: end if
12: end while
13: }

To summarize, the scheduling of RTGC configuration $\xi_T$ with a task set $\Gamma_{n+1}$ using fixed-priority assignment in the formulation of $M_{n+1}$ consists of three steps:

- Determine the GC incrementality parameters $P_{GCI}$ and $P_{MI}$ constraint, given in Expression (5.15);
- Derive the minimum heap requirement $H$, given in Equation (5.16).
- Perform schedulability analysis by checking whether the $C_i$ and $C_{GC}$ fall in the schedulable C-space given in Theorem 5.4.1.

With the $P_{GC1}$, $P_{MI}$, $T_{GC}$ and $H$ chosen with the above steps, the task set $\Gamma_{N+1}$ is schedulable with fixed-priority in the descending order as in $\Gamma_{N+1}$ verified by C-space schedulability analysis.

5.5 Summary

In this chapter, we analyzed two examples of RTGC configuration plans: work-based $\xi_W$ and time-based $\xi_T$. These RTGC configurations are scheduled with two types of real-time systems that have: (1) a guaranteed minimum mutator utilization, $\mu_{MMU}$ over time duration $\Delta t$; or (2) specific deadline requirements and fixed-priority assignments. The work-based $\xi_W$ is applied to the MMU-based real-time system. The time-based $\xi_T$ is utilized in the fixed-priority real-time system with either RM (rate monotonic) or non-RM priority assignments. Schedulability analysis are performed, where the C-space feasibility analysis is used for time-based RTGC configuration $\xi_T$.

Constraints on both RTGC configuration plans’ scheduling parameters are derived. Heapsize requirement $H$ is calculated as a function of GC cost estimate $C_{GC}$ from GCCM component and the RTGC configurations scheduling parameters: for instance, $P_{GCMI}$, $K_{tmin}$ in work-based RTGC configuration, $\xi_W$ and $P_{GC1}$, $P_{MI}$ in time-based RTGC configuration, $\xi_T$. Algorithms of schedulability analysis compute and check the GC scheduling parameters to make sure that the real-time task set $\Gamma_{N+1}$ is schedulable if the feasible scheduling parameters are found.
CHAPTER 6

EXPERIMENTAL DEMONSTRATION

This chapter demonstrates our systematic RTGC approach using the system model for GC-enabled real-time systems:

- Using the task model $\Gamma_{N+1}$ to express a real-time application with workload. The metrics that should be known \textit{a priori} for real-time tasks are estimated;
- Using the GC cost model GCCM in chapter 4 to calculate GC-related cost;
- Using the two RTGC-configuration based GC scheduling modules (the scheduling instances in the SCHED) in chapter 5 to determine the GC scheduling parameters.

As a test platform, a real-time application – \textit{status router} was implemented to illustrate the use of our RTGC approach using the system model. The status router application (SR) is a multicasting packet forwarder with real-time processing requirements, [50]. It needs be scheduled during operation as the offered load pattern changes.

This chapter is organized as follows: section 6.1 introduces the execution context of the status router and presents its implementation. Section 6.2 models the status router with its publication-subscription workloads and the GC work using $\Gamma_{N+1}$. The worst-case real-time task execution time $C_i$, task period $T_i$ and maximum task allocation $A_i$ are calculated as functions of the status router’s attributes. Section 6.3 estimates the GC-related cost using the GC cost model. The status router application-dependent parameters are measured and calculated. For instance, the maximum
memory allocation, $A_{\text{max}}$, and maximum memory deallocation(garbage), $G_{\text{max}}$, are calculated as functions of the status router’s attributes as well. Section 6.4 runs the GC scheduling modules implemented according to the algorithms given in chapter 5. GC work is scheduled using the calculated GC scheduling parameters. Different publication and subscription workloads are used. The experiments show that the feasible GC scheduling parameters can be used to schedule GC work in executing the status router, which demonstrates the utility of our systematic RTGC approach using the system model. Furthermore, heap memory consumption is visualized and the status router packet forwarding latency is examined to evaluate the performance. Section 6.5 draws a conclusion.

6.1 An overview of the status router

The GridStat status router (SR) is a multi-casting packet forwarder with real-time processing requirements, [50]. The original prototype status router was built in Java, ignoring the real-time requirement with the result that GC-induced delays occasionally disrupt its operation. In this section the status router’s execution context and implementation are presented to provide necessary knowledge before expressing the application using the task model $\Gamma_{N+1}$ in the next section. Our discussion starts with the background of GridStat architecture, where the status router is deployed.

6.1.1 The execution context of status router

GridStat was developed with the needs of electric power grid monitor and control in mind. It targets an application domain where the vast majority of data is published periodically, while allowing only a small amount of aperiodic data to be published. “The major communication requirements were to provide end-to-end reliability and timeliness for event streams scalable into the wide-area setting,” [50]. GridStat implements the publisher-subscriber paradigm and hence, its architecture is appropriately composed of the key entities: publisher(P), subscriber(S), status router(SR) and QoS broker(B), which are divided into two planes: the management plane and data plane according
to the functionality. The role of the management plane is to control the resources in the data plane in order to provide QoS guarantees and scale to the wide-area setting. The role of the data plane is to forward events from the publishers to the subscribers, as efficiently as possible, so as to provide end-to-end timeliness and redundancy guarantees. Figure 6.1 shows the GridStat architecture which is included in [50].

The QoS brokers preallocate paths between publishers and subscribers in order to guarantee delivery of the requested information. Dynamic subscription requests can also be handled by the brokers when there are available resources. The status routers forward events from publishers to subscribers at the specified intervals without dropping them.

6.1.2 Status router implementation

The status router for our experiments consists of a simplified re-implementation of publisher, subscriber, event channel and status router. In the GridStat framework, status variables represent some device which has a state that changes over time. Status events are an updated value for a status variable at a given time and are encapsulated into messages that flow from publishers to subscribers.
The re-implemented entities are:

- **Publisher (push mode):** provides the abstraction of publishing streams of status events. Each stream published by a publisher is called a *publication*. One publisher can publish multiple publications. The data structures of the publication and the published message are in figure 6.2 (a). Each publication specifies that a status variable is published at certain time interval. The publishers are implemented as the active entities that push events at the specified interval.

- **Subscriber (push mode):** provides the abstraction of subscribing to a status event stream. One subscriber can make multiple subscriptions. The data structure representing a subscription is in figure 6.2 (b). Each subscription specifies that a status variable is subscribed at certain time interval. The subscribers are implemented as entities that are signaled when status events arrive.

- **Event Channel:** provides the abstraction of the communication links that send and receive messages. The status event message format and event channel data structure are in figure 6.2 (c),(d). The current implementation uses the UDP protocol as the transport layer. The field *ThrID* is the ID of the thread generated in the status router that handles the connection (event channel) between status router and publisher or subscriber.

- **Status Router:** provides the part of the framework that routes status event streams from the publishers to the subscribers. It can be viewed as an extended router that forwards events streams by having mechanisms to take advantage of the semantics of the status variables. The multi-cast rate-filtering routing mechanism is implemented, which is given in Algorithm 7. Step (1) in Algorithm 7 performs packet *filtering* and step (2) performs multi-cast routing.
Algorithm 7 Sparse Multi-cast rate-filtering routing Algorithm

Require: This function is called upon message arrival in status router, the sparse routing algorithm performs filtering first and the routing afterwards.

1: if \((\text{StatusVar.TimeStamp} + \lceil \frac{\text{pubInterval}}{2} \rceil \% \text{subInterval}[0..i]) < \text{pubInterval})\) then
2: Obtain the list of event channel indexes, \(\text{ECIndex[]}\), which the message surviving the filtering needs be enqueued to \(\{i\) (in the if statement) is the number of subscriptions with unique subInterval for the status variable \(\text{SVar}\}\}
3: for \(j = 0\) to \(\text{ECIndex.Length}\) do
4: Enqueue the message to the outgoing queue \(\text{ECOut}[\text{ECIndex}[j]]\) that subscribe to the status variable at the matching intervals
5: end for
6: end if

In this demonstration the management plane of the GridStat framework is simulated by a set of configuration files to preallocate resources for the publishers and subscribers, and represent publications, subscriptions and event channels. Figure 6.3 summarizes the layout of the status router demonstration, where configuration files simulating the management plane are shared by the publishers, subscribers, event channels and status router.

Figure 6.4 shows the components inside the status router.

6.2 Status router task model

The status router with publication-subscription workloads is modeled using the task model \(\Gamma_{N+1}\), which is the input of both the \(GCCM\) and \(SCHED\) in order to determine GC scheduling parameters for a specific workload. There are three types of tasks \(\tau_{p}, \tau_{c}\) and \(\tau_{GC}\) in the status router (SR):

- **Producer tasks**: serve the incoming connection between SR and publishers. Since they read
Figure 6.3: The Layout of the status router demonstration

Figure 6.4: The Status Router Components
in status variable messages from sockets and produce data in status router, they are called producer tasks, $\tau_{pm}$, where $1 \leq m \leq P$ and $P$ is the total number of incoming connections served in the SR. Each producer task is served by one thread and owns one incoming event channel in the SR.

- **Consumer tasks**: serve the outgoing connection between SR and subscribers. Since they write out status variable messages to sockets and consume data in status router, they are called consumer tasks, $\tau_{cl}$, where $1 \leq l \leq C$ and $C$ is the total number of outgoing connections served in SR. Each consumer task is served by one thread and owns one outgoing queue and one outgoing event channel in the SR.

- **RTGC task**: the real-time garbage collection task, $\tau_{GC}$, which will be scheduled using the work-based $\xi_W$ or time-based $\xi_T$ RTGC configurations.

Thus, the task model for the status router is

$$\Gamma_{N+1}^{SR} = \{\tau_{p1}, \ldots, \tau_{pm}, \tau_{c1}, \ldots, \tau_{cl}, \tau_{GC}\},$$

where $P + C = N$

The interaction among tasks in $\Gamma_{N+1}^{SR}$ is depicted in figure 6.5. Each publisher or subscriber is served by one thread in the status router.

The producer task $\tau_{pm}$ publishes (generates) publications $P_1 \cdots P_m$ at publishing intervals of $pubInt_1 \cdots pubInt_m$ and the consumer task $\tau_{cl}$ pushes subscriptions $S_1 \cdots S_l$ upon message arrivals at subscribed intervals of $subInt_1 \cdots subInt_l$. Their periods are calculated below, where
$LCM$ means the Least Common Multiple:

\begin{align*}
T_{pm} &= \text{LCM}(\text{pubInt}_m^1 \cdots \text{pubInt}_m^n) \\
T_{cl} &= \text{LCM}(\text{subInt}_l^1 \cdots \text{subInt}_l^l).
\end{align*}

For heap memory usage, the producer task $\tau_{pm}$ allocates memory while the consumer tasks $\tau_{cl}$ deallocates (garbage) memory for GC to reclaim. We define the following attributes that are unique to the status router application before calculating real-time tasks’ parameters in $\Gamma_{N+1}$ known \textit{a priori}:

- $S$ is the message size consumed in heap (Bytes);
- $S_P$ is the memory consumption needed to process one message upon its arrival (Bytes);
- $t_I$ is the time to read in one message by the producer task from incoming sockets (ms);
- $t_F$ is the time to perform filtering check on one message by the producer task (ms);
- $t_R$ is the time to route one message and enqueue it to the right outgoing link after the message passes the filtering test by the producer task (ms) during multi-casting;
• $t_O$ is the time to write one message to the outgoing sockets by the consumer task (ms).

• $c_{sub_{im}}$ is the total number of subscriptions that subscribe to the publication $P_{im}^i$ handled by the publisher task $r_{pm}$.

The worst-case execution time $C_i$ for each producer task and consumer task are calculated:

$$C_{pm} = \sum_{i=1}^{M} \frac{T_{pm}}{pubInt_{m}^i} \cdot (t_I + t_F) + \sum_{i=1}^{M} \frac{T_{pm}}{pubInt_{m}^i} \cdot \sum_{k}^{c_{sub_{im}}} \frac{pubInt_{m}^i}{subInt_{m}^i} \cdot t_R$$

$$C_{cl} = \sum_{j=1}^{L} \frac{T_{cl}}{subInt_{l}^j} \cdot t_O$$

Due to the periodic behavior of the real-time tasks (producer and consumer tasks), the status router execution has a periodic pattern with the period calculated as:

$$T_{\Gamma_{sr}} = LCM(T_{p_1}, \cdots, T_{p_M}, T_{c_1}, \cdots, T_{c_L})$$

Based on the implementation characteristics of the status router, the real-time tasks’ memory usage in $SR$ – maximum memory allocation $A_i$ and maximum memory deallocation $G_i$ \(^1\) are calculated:

$$A_{pm} = \sum_{i=1}^{M} \frac{T_{pm}}{pubInt_{m}^i} \cdot \sum_{k}^{c_{sub_{im}}} \frac{pubInt_{m}^i}{subInt_{m}^i} \cdot S + \sum_{i=1}^{M} \frac{T_{pm}}{pubInt_{m}^i} \cdot S_P$$

\(^1\)Introducing the maximum memory deallocation $G_i$ here is to support calculating the maximum garbage need be reclaimed in the SR.
\[ G_{pu} = \sum_{i=1}^{M} \frac{T_{pu}}{pubInt_{tm}} \cdot S_p \]

\[ G_{cj} = \sum_{j=1}^{L} \frac{T_{cj}}{subInt_{tj}} \cdot S \]

A sample workload configuration of the publishers with publications and subscribers with subscriptions in the SR and the modeled real-time task set \( \Gamma_N \) is shown in figure 6.6, where the memory usage is calculated using Equation (6.5) and the worst-case execution time is calculated using Equation (6.3).

Figure 6.6: A sample Publisher and Subscriber workload configuration and its task model \( \Gamma_N \)

Since the status router’s execution is repeatable with period \( T_{\Gamma_{sr}}^N + 1 \) calculated in Equation (6.4), GC scheduling parameters are calculated for a complete periodic status router’s execution. In order to calculate the worst-case GC cost, the maximum memory allocation \( A_{\text{max}} \) and maximum garbage \( G_{\text{max}} \) are calculated for the period \( T_{\Gamma_{sr}}^N + 1 \) using the real-time tasks’ memory usage parameters: \( A_{pi} \), \( G_{pi} \) and \( G_{cj} \):

\[ A_{\text{max}} = A_{init} + \sum_{i=1}^{M} \frac{T_{\Gamma_{sr}}}{T_{pi}} \cdot A_{pi} \]  \( (6.6) \)

\[ G_{\text{max}} = \sum_{i=1}^{M} \frac{T_{\Gamma_{sr}}}{T_{pi}} \cdot G_{pi} + \sum_{j=1}^{L} \frac{T_{\Gamma_{sr}}}{T_{cj}} \cdot G_{cj} \]
Table 6.1: Status Router Publisher-Subscriber Workload specifications (byte, μs)

<table>
<thead>
<tr>
<th>Task set</th>
<th>task</th>
<th>$C_i$</th>
<th>$T_i(D_i \leq T_i)$</th>
<th>$A_i$</th>
<th>$G_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$TS_1$</td>
<td>$τ_{p_1}$</td>
<td>$(t_I + t_F) + 1.292t_{pR}$</td>
<td>20</td>
<td>$1.292S_p + S_p$</td>
<td>$S_p$</td>
</tr>
<tr>
<td></td>
<td>$τ_{p_2}$</td>
<td>$6(t_I + t_F) + 8.54t_{pR}$</td>
<td>50</td>
<td>$8.542S_p + 6S_p$</td>
<td>$6S_p$</td>
</tr>
<tr>
<td></td>
<td>$τ_{p_3}$</td>
<td>$41(t_I + t_F) + 35.5t_{pR}$</td>
<td>300</td>
<td>$35.35S_p + 41S_p$</td>
<td>$41S_p$</td>
</tr>
<tr>
<td></td>
<td>$τ_{p_4}$</td>
<td>$47(t_I + t_F) + 48.9t_{pR}$</td>
<td>360</td>
<td>$48.83S_p + 47S_p$</td>
<td>$47S_p$</td>
</tr>
<tr>
<td></td>
<td>$τ_{c_1}$</td>
<td>$12t_O$</td>
<td>200</td>
<td>0</td>
<td>$12S$</td>
</tr>
<tr>
<td></td>
<td>$τ_{c_2}$</td>
<td>$49t_O$</td>
<td>600</td>
<td>0</td>
<td>$49S$</td>
</tr>
<tr>
<td></td>
<td>$τ_{c_3}$</td>
<td>$23t_O$</td>
<td>120</td>
<td>0</td>
<td>$23S$</td>
</tr>
<tr>
<td></td>
<td>$τ_{c_4}$</td>
<td>$27t_O$</td>
<td>480</td>
<td>0</td>
<td>$27S$</td>
</tr>
<tr>
<td>$TS_2$</td>
<td>$τ_{p_1}$</td>
<td>$205(t_I + t_F) + 177.889t_{pR}$</td>
<td>40</td>
<td>$177.889S_p + 205S_p$</td>
<td>$205S_p$</td>
</tr>
<tr>
<td></td>
<td>$τ_{p_2}$</td>
<td>$21(t_I + t_F) + 12.167t_{pR}$</td>
<td>5</td>
<td>$12.167S_p + 21S_p$</td>
<td>$21S_p$</td>
</tr>
<tr>
<td></td>
<td>$τ_{p_3}$</td>
<td>$83(t_I + t_F) + 41.911t_{pR}$</td>
<td>39</td>
<td>$41.711S_p + 83S_p$</td>
<td>$83S_p$</td>
</tr>
<tr>
<td></td>
<td>$τ_{c_1}$</td>
<td>$1561t_O$</td>
<td>360</td>
<td>0</td>
<td>$1561S$</td>
</tr>
<tr>
<td></td>
<td>$τ_{c_2}$</td>
<td>$178t_O$</td>
<td>60</td>
<td>0</td>
<td>$178S$</td>
</tr>
<tr>
<td></td>
<td>$τ_{c_3}$</td>
<td>$31t_O$</td>
<td>40</td>
<td>0</td>
<td>$31S$</td>
</tr>
</tbody>
</table>

6.3 Calculating status router GC cost using GCCM

Given a publisher-subscriber workload, a task set is modeled as $\Gamma_{N}^{SR}$, which is one of the inputs for the GC cost model. Other inputs include the status router application-dependent parameters defined in chapter 4, the status router attributes defined in the previous section 6.2, and the set of GC-implementation dependent cost coefficients defined in chapter 4. Two publisher-subscriber workloads are studied in this chapter, and their specifications are shown in figure D.1 in the Appendix D. Workload $TS_1$ has lighter loads than $TS_2$ that $TS_1$’s overall incoming packet rate is $437.22 p/\text{second}$ and outgoing packet rate is $389.59 p/s$ while $TS_2$’s overall incoming packet rate is $12091.67 p/s$ and outgoing packet rate is $4175.00 p/s$. With the workloads specifications, their attributes defined in $\Gamma_{N+1}$ are calculated using Equation (6.3) and (6.5) in table 6.1.

As in chapter 4, the experiments were conducted on a PC (IBM Thinkpad T60) with a Genuine Intel(R) CPU T2400 at 1.83GHz and 1.5GBytes physical memory running Linux 2.6.17-gentoo-r4 with real-time kernel patch-2.6.17-rt8. The real-time kernel provides a high resolution timer. SMP is disabled for better real-time kernel stability. Physical heap memory is locked using `mlock()` to prevent paging. For each experiment, we lock a specific amount of memory during Mono runtime start-up by setting the `GC.INITIAL.HEAP.SIZE` environment variable. Runlevel 1 (single user mode) was used to minimize kernel activity influences.
Using the above system configuration, the GC cost model’s inputs are obtained so that GC-related costs can be calculated for the status router with its workloads.

6.3.1 Obtaining GC cost model inputs

The inputs of (1) status router related parameters; (2) status router application-dependent parameters defined in the GC cost model; and (3) the set of GC cost coefficients and the atomic GC phase costs are discussed in turn:

Status router attributes

The status router related parameters defined in section 6.2 are listed in table 6.2:

Status router application-dependent parameters in GCCM

The status router application-dependent parameters defined in the GC cost model are determined by both the status router implementation and its current workload. These parameters are reported in table 6.3 and 6.4 for both workloads.

Due to the implementation characteristics of the status router, the SR’s $A_{\text{max}}$ and $G_{\text{max}} = G_t + G_s$ can be calculated using Equations (6.6). The calculation has pessimism of approximately 1.35 for $T S_1$ and 1.59 for $T S_2$. Equation (6.6) is used to calculate the SR’s memory usage on the basis of its period instead of measuring them.

---

2These parameters are not defined in the GCCM, since they are unique to the status router application.
Table 6.4: Status Router Application-dependent Parameters in GCCM (Cont.) (bytes)

<table>
<thead>
<tr>
<th>Workload</th>
<th>$\delta A_{\text{max}}$</th>
<th>$\delta G_{\text{max}}$</th>
<th>$\rho^A$</th>
<th>$\rho^G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T $S_1$</td>
<td>76482968</td>
<td>103341140</td>
<td>1.3511</td>
<td>1.334</td>
</tr>
<tr>
<td>T $S_2$</td>
<td>91133764</td>
<td>143444544</td>
<td>1.5741</td>
<td>1.576</td>
</tr>
</tbody>
</table>

GC cost coefficients and atomic GC phase costs in GCCM

Recall that in section 4.3 in chapter 4, the GC cost model calculates GC-related costs for real-time task sets $\Gamma_{N+1}$ including independent tasks or dependent tasks. The GC cost coefficients measurements for the status router are reported in Tables 6.5, 6.6 and 6.7. There are the worst-case measurements $wc$, the adjusted worst-case $awc_1$ using 99.9% percentile and $awc_2$ using 99.8% percentile and the average measurements $avg$. We used the same measuring procedure as chapter 4.

Table 6.5: Status Router worst-case GC cost coefficients – processing rate

<table>
<thead>
<tr>
<th>Application</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>$S_7$</th>
<th>$S_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status Router</td>
<td>29.91</td>
<td>0.01636</td>
<td>19.38</td>
<td>0.0106</td>
</tr>
</tbody>
</table>

Table 6.6: Status Router worst-case and adjusted worst-case GC cost coefficients (a)

<table>
<thead>
<tr>
<th>Application</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status Router</td>
<td>33273</td>
<td>18.201</td>
<td>29513</td>
<td>16.137</td>
</tr>
<tr>
<td>$\omega_{c}$</td>
<td>990</td>
<td>0.541</td>
<td>693</td>
<td>0.379</td>
</tr>
<tr>
<td>$\omega_{c1}$</td>
<td>701</td>
<td>0.383</td>
<td>569</td>
<td>0.311</td>
</tr>
<tr>
<td>$\omega_{c2}$</td>
<td>637</td>
<td>0.359</td>
<td>177</td>
<td>0.097</td>
</tr>
</tbody>
</table>

The GC cost coefficient measurements again show that the GC cost model built in chapter 4 has a fine granularity that the part of the model pertaining to the GC implementation (the GC cost coefficients) is stable across applications and workloads.

Table 6.8 shows the measurements of the three atomic GC phases and two atomic finalization, sweep initialization time at the beginning of incremental GC phase $P_6$ and $P_7$ for the status router application.
Table 6.7: Status Router worst case and adjusted worst-case GC cost coefficients (b)

<table>
<thead>
<tr>
<th>Application</th>
<th>$\delta_{M_e}$</th>
<th>$\delta_{M_{mp}}$</th>
<th>$\delta_{M_{si}}$</th>
<th>$\delta_{F_{di}}$</th>
<th>$\delta_{S_{l}}$</th>
<th>$\delta_{S_{s}}$</th>
<th>$\delta_{S_{enq}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR</td>
<td>31732</td>
<td>17.359</td>
<td>30611</td>
<td>17.242</td>
<td>1031</td>
<td>0.564</td>
<td>32338</td>
</tr>
<tr>
<td></td>
<td>33693</td>
<td>18.423</td>
<td>2271</td>
<td>1.242</td>
<td>905</td>
<td>0.395</td>
<td>36693</td>
</tr>
<tr>
<td></td>
<td>1.31745</td>
<td>0.539</td>
<td>495</td>
<td>0.271</td>
<td>2033</td>
<td>1.112</td>
<td>495</td>
</tr>
<tr>
<td></td>
<td>203</td>
<td>0.271</td>
<td>2033</td>
<td>1.112</td>
<td>905</td>
<td>0.495</td>
<td>5068</td>
</tr>
<tr>
<td></td>
<td>1.255</td>
<td>0.175</td>
<td>794</td>
<td>0.434</td>
<td>963</td>
<td>0.527</td>
<td>794</td>
</tr>
<tr>
<td></td>
<td>0.282</td>
<td>0.175</td>
<td>963</td>
<td>0.527</td>
<td>6078</td>
<td>3.325</td>
<td>963</td>
</tr>
<tr>
<td></td>
<td>0.282</td>
<td>0.175</td>
<td>963</td>
<td>0.527</td>
<td>1531</td>
<td>0.838</td>
<td>963</td>
</tr>
<tr>
<td>avg</td>
<td>465</td>
<td>0.284</td>
<td>121</td>
<td>0.067</td>
<td>1328</td>
<td>0.726</td>
<td>593</td>
</tr>
</tbody>
</table>

Table 6.8: GC atomic phase execution time for SR (byte, µs)

<table>
<thead>
<tr>
<th>Atomic GC phase execution time (µs)</th>
<th>$T_{TP_0}$</th>
<th>$T_{TP_3}$</th>
<th>$T_{TP_{en}}$</th>
<th>$T_{TP_{sp}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status Router</td>
<td>2.97</td>
<td>45.72</td>
<td>13.87</td>
<td>106.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>78.02</td>
</tr>
</tbody>
</table>

6.3.2 Calculating the worst-case GC execution time $C_{GC}$ for status router

The worst-case GC execution time $C_{GC}$ is calculated as a function of heapsize $H$ using equation 5.9 in page (117) as:

$$C_{GC} = \sum_{i=0}^{i=9} T_{P_i} = \Upsilon + \delta_{S_{r}} \cdot H$$

Where $\delta_{S_{r}} = 3.6345 \times 10^{-5}$ µs/byte and $\Upsilon$ is calculated in table 6.9. Both the worst-case GC cost coefficients and adjusted GC cost coefficients (with 99.9% percentile) in table 6.6 and 6.7 are used, which are $\Upsilon_{wc}$, $\Upsilon_{awc}$, $\Upsilon_{wc}$ and $\Upsilon_{awc}$. The status router application-dependent parameters in table 6.3 and 6.4 are used as well.

6.3.3 Calculating GC write barrier cost for status router

In section 4.3.2, the write barrier cost coefficients are: $\delta_{WB_{c_1}} = 0.59$ µs, $\delta_{WB_{c_2}} = 0.935$ µs, and $\delta_{WB_{p}} = 1.311$ µs. Complete write barrier calculations of the task set $TS_1$ and task set $TS_2$ are given in table D.1 and table D.2 in the Appendix D.

Table 6.9: $\Upsilon$ calculation for the Status Router (µs)

<table>
<thead>
<tr>
<th>Status Router</th>
<th>$\Upsilon_{wc}$</th>
<th>$\Upsilon_{awc}$</th>
<th>$T_{TP_{en}}$</th>
<th>$T_{TP_{sp}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$TS_1$ (Workload 1)</td>
<td>1926728.11</td>
<td>2266786.61</td>
<td>1.1765</td>
<td>1.1270</td>
</tr>
<tr>
<td>$TS_2$ (Workload 2)</td>
<td>1690116.98</td>
<td>2354908.82</td>
<td>1.3473</td>
<td>1.2481</td>
</tr>
</tbody>
</table>
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Table 6.10: Specifications of Status Router Workload 1 and 2 in $\Gamma_{N+1}$ (ms, bytes)

<table>
<thead>
<tr>
<th>Tasks</th>
<th>$C_i$</th>
<th>$\sigma_i$</th>
<th>$T_i(D_i \leq T_i)$</th>
<th>$A_i$</th>
<th>$A_i$</th>
<th>$G_i$</th>
<th>$G_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$TS_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{p_1}$</td>
<td>0.136</td>
<td>2.553</td>
<td>20</td>
<td>22092</td>
<td>32758</td>
<td>21728</td>
<td>32096</td>
</tr>
<tr>
<td>$T_{p_2}$</td>
<td>0.860</td>
<td>1.729</td>
<td>50</td>
<td>157484</td>
<td>196950</td>
<td>146480</td>
<td>192576</td>
</tr>
<tr>
<td>$T_{c_3}$</td>
<td>0.368</td>
<td>1.099</td>
<td>120</td>
<td>0</td>
<td>0</td>
<td>9914</td>
<td>11776</td>
</tr>
<tr>
<td>$T_{c_1}$</td>
<td>0.192</td>
<td>1.151</td>
<td>200</td>
<td>0</td>
<td>0</td>
<td>5781</td>
<td>6144</td>
</tr>
<tr>
<td>$T_{p_3}$</td>
<td>4.618</td>
<td>1.796</td>
<td>300</td>
<td>936492</td>
<td>1334112</td>
<td>836592</td>
<td>1315936</td>
</tr>
<tr>
<td>$T_{p_4}$</td>
<td>5.745</td>
<td>1.875</td>
<td>300</td>
<td>936976</td>
<td>1533349</td>
<td>946725</td>
<td>1508512</td>
</tr>
<tr>
<td>$T_{c_4}$</td>
<td>0.432</td>
<td>1.100</td>
<td>480</td>
<td>0</td>
<td>0</td>
<td>11968</td>
<td>13824</td>
</tr>
<tr>
<td>$T_{c_2}$</td>
<td>0.784</td>
<td>1.088</td>
<td>600</td>
<td>0</td>
<td>0</td>
<td>25718</td>
<td>25088</td>
</tr>
<tr>
<td>$TS_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{p_2}$</td>
<td>2.034</td>
<td>1.069</td>
<td>5</td>
<td>516719</td>
<td>690999</td>
<td>57820</td>
<td>684768</td>
</tr>
<tr>
<td>$T_{p_3}$</td>
<td>7.041</td>
<td>1.060</td>
<td>50</td>
<td>2417215</td>
<td>2727926</td>
<td>2501329</td>
<td>2796464</td>
</tr>
<tr>
<td>$T_{c_3}$</td>
<td>0.496</td>
<td>1.131</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>12431</td>
<td>15872</td>
</tr>
<tr>
<td>$T_{p_1}$</td>
<td>23.109</td>
<td>1.081</td>
<td>40</td>
<td>5162211</td>
<td>6757210</td>
<td>5401208</td>
<td>6084040</td>
</tr>
<tr>
<td>$T_{c_2}$</td>
<td>2.845</td>
<td>1.138</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>78142</td>
<td>91136</td>
</tr>
<tr>
<td>$T_{c_1}$</td>
<td>24.98</td>
<td>1.125</td>
<td>300</td>
<td>0</td>
<td>0</td>
<td>698168</td>
<td>799232</td>
</tr>
</tbody>
</table>

With the status router specific parameters given in table 6.2, real-time task worst-case execution time $C_i$ and memory consumption $A_i$, $G_i$ calculated in table 6.1 using Equation (6.3) and (6.5), the complete status router workload specifications are shown in table 6.10.

The calculation of the real-time task maximum memory allocation $A_i$ and deallocation $G_i$ has pessimism $\rho_A A_i$ from $1.251$ to $1.637$ and pessimism $\rho_G G_i$ from $1.058$ to $1.593$ with the two workloads.

6.3.4 GC Scheduling Resolution $\nu_{\text{GC}}$ for status router

The scheduling and schedulability analysis computes the RTGC configuration parameters. The computation needs the knowledge of the GC scheduling resolution $\nu_{\text{GC}}$, for instance, it is used in Algorithm 3 in page (119) in chapter 5. $\nu_{\text{GC}}$ is the maximum GC execution latency due to the GC incrementality that imposes on mutator execution (Refer to Equation 5.1 in page 111).

The GC scheduling resolution $\nu_{\text{GC}}$ is application-dependent, for instance, the atomic GC work $a_5$ in incremental heap mark phase is Process half block of live heap in heap marking $P_5$, the estimate of $a_5$’s cost depends on the application (such as heap reference density $\theta_h$ etc.). In table 6.11, the GC scheduling resolution $\nu_{\text{GC}}$ is calculated for the status router with its workloads.
### Table 6.11: Calculating the GC scheduling resolution $\nu_{GC}$ for status router ($\mu$s)

<table>
<thead>
<tr>
<th>Status router</th>
<th>Atomic phase cost $T_{P_i}$</th>
<th>$T_{P_0}$</th>
<th>$T_{P_3}$</th>
<th>$T_{P_9}$</th>
<th>$T_{TP}$</th>
<th>$T_{SP}$</th>
<th>$T_{TS}$</th>
<th>$T_{TS}$</th>
<th>$\nu_{GC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$TS_1$</td>
<td></td>
<td>2.97</td>
<td>45.72</td>
<td>13.87</td>
<td>106.15</td>
<td>78.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TS_2$</td>
<td></td>
<td>18.21</td>
<td>19.91</td>
<td>907</td>
<td>930</td>
<td>0.564</td>
<td>20.27</td>
<td>18.43</td>
<td>930 $\mu$s</td>
</tr>
</tbody>
</table>

### 6.4 Status router GC scheduling

In the previous section, the status router’s GC costs are calculated based on its workloads. Both the GC costs and the specifications of the task set $\Gamma_{N+1}$ are inputs of the SCHED component. Two GC scheduling modules are implemented according to the work-based $\xi_W$ (with MMU) and time-based $\xi_T$ (with fixed-priority system using Cspace) mechanisms presented in chapter 5. They calculate the feasible GC scheduling parameters that maintain the task set $\Gamma_{N+1}$ schedulable.

The system setup is the same as previous experiments where the GC-related costs are estimated. The publishers and subscribers are running on a separate Desktop PC with a Genuine Intel(R) I686 Pentium(R) 4 CPU 2.53GHz and 512MBytes physical memory running Linux 2.6.19-ARCH #1 SMP PREEMPT. They are responsible for generating publication messages and receiving subscription messages.

#### 6.4.1 $\xi_W$ work-triggered GC scheduling parameters and performance

In table 6.12, the GC scheduling parameters, $P_{GCM1}$, $R_{GC}$, $k_{t_{max}}$ and $k_{t_{min}}$ are computed for timing requirements specified as a $(\mu_{MMU}, \delta_{t})$ pair. The heapsize $H$ is calculated for each set of the GC scheduling parameters. Using these GC scheduling constraints, we choose the GC execution characteristics – the size of $k_{t_{i}} \cdot t_{i}$ (for all $i = 1, 2, 4, 5, 6, 7, 8$) in our experiments as shown in table 6.12. The heapsize calculated using the adjusted worst-case GC cost coefficients are used when running the status router.\(^3\) For instance, given a timing requirement of $(0.6, 60)$

\(^3\)In table 6.12 and 6.13, $wc$ shows the calculations using the worst-case GC cost estimations, and $awc$ shows the calculations using the adjusted worst-case GC cost estimations (using the 99%-th percentile). $H_{max}^{used}$ is the observed maximum heap in use during execution. $\rho_H$ is the pessimism of the calculated heapsize using the adjusted GC cost coefficients.
and $\bar{kt}_{\text{min}} = 9.3$ms, the choice of $k_i$ needs to satisfy $9.3$ms $\leq k_i \cdot t_i \leq 22.34$ms with a calculated heapsize of 144566KBytes as the second set of GC scheduling parameters in table 6.12. The maximum heapsize in use, $H_{\text{used}}^\text{max}$, during execution is observed to be 113745KBytes.

The threshold of free memory $F$ is chosen to be the smallest amount of free memory during one periodic status router execution. This period is described and calculated in Equation 6.4 in section 6.2. The choice of $F$ results in a heap consumption in figure 5.4 in page 113, where $M_e^A - M_e^G \leq 0$ so that threshold $F$’s constraint expressed in Expression 5.4 is satisfied. The heap consumption with the calculated GC parameters in table 6.12 is visualized in figure 6.7, which shows a consistent heap consumption pattern as in figure 5.4.

Figure 6.7: $T.S_1$ Memory consumption when GC is triggered at free memory threshold $F = 0.28H, H = 144567KBytes$

In figure 6.7, GC work is scheduled using the parameters of $k_i \cdot t_i = 22$ms and $P_{\text{GCMI}} = 58$ms calculated in table 6.12, where $H$ is set to 144567KBytes. $F$ is chosen to be 28% of $H$, which is 40479KBytes. In other words, GC is triggered when the allocated heap reaches approximately 104088KBytes.

Let $t_{\text{arr}}^{\text{msg}}$ be the arrival time of a message in the status router, $t_{\text{leav}}^{\text{msg}}$ be the leaving time of the message (sent out by the status router), $R_{\text{msg}} = \max(t_{\text{leav}}^{\text{msg}} - t_{\text{arr}}^{\text{msg}})$ is the maximum latency encountered by a message processed by the status router. $R_{\text{msg}}^{STW}$ is the maximum latency using the

---

4Due to the large pessimism of the worst-case GC cost estimations, experiments are conducted using the adjusted worst-case GC cost estimation.
Table 6.12: $\xi_W$: work-triggered MMU GC scheduling parameters for $SR$ (ms, bytes)

<table>
<thead>
<tr>
<th>(µ, MMU)</th>
<th>$P_{GCMI}$</th>
<th>$M_{min}$</th>
<th>$M_{max}$</th>
<th>$C_{GC}$</th>
<th>$R_{GC}$</th>
<th>$H$</th>
<th>$H_{max}^{used}$</th>
<th>$\rho_H$</th>
<th>$k_i \cdot t_i$</th>
<th>$P_{GCMI}$ - $k_i \cdot t_i$</th>
<th>$R_{msg}^{inc}$</th>
<th>$R_{msg}^{tls}$</th>
<th>$A_{msg}^{inc}$</th>
<th>$A_{msg}^{tls}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.6, 60)</td>
<td>29</td>
<td>9.3</td>
<td>11.97</td>
<td>wc</td>
<td>2274.18</td>
<td>7091.74</td>
<td>203181376</td>
<td>203181376</td>
<td>59790985</td>
<td>1.210</td>
<td>13.937</td>
<td>0.476</td>
<td>4.066</td>
<td>0.207</td>
</tr>
<tr>
<td></td>
<td>awc</td>
<td>805.48</td>
<td>2511.92</td>
<td>72347092</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2281.59</td>
<td>14229.49</td>
<td>407088814</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.657</td>
<td>0.501</td>
<td>3.879</td>
<td>0.255</td>
</tr>
<tr>
<td></td>
<td></td>
<td>808.11</td>
<td>5040.01</td>
<td>144566896</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wc</td>
<td>2274.23</td>
<td>7091.74</td>
<td>203181376</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.3744782</td>
<td>1.211</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>awc</td>
<td>805.50</td>
<td>2527.13</td>
<td>72781494</td>
<td>55516014</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.3</td>
<td>22.34</td>
<td>wc</td>
<td>2273.83</td>
<td>6821.91</td>
<td>195473052</td>
<td>203181376</td>
<td>57725501</td>
<td>1.206</td>
<td>12.890</td>
<td>0.411</td>
<td>3.752</td>
<td>0.202</td>
</tr>
<tr>
<td></td>
<td>awc</td>
<td>805.38</td>
<td>2416.35</td>
<td>69616954</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2282.70</td>
<td>13217.66</td>
<td>435317603</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.723</td>
<td>0.329</td>
<td>3.816</td>
<td>0.196</td>
</tr>
<tr>
<td></td>
<td></td>
<td>808.50</td>
<td>5390.15</td>
<td>154565205</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wc</td>
<td>2272.47</td>
<td>5620.74</td>
<td>161159034</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.329</td>
<td>0.421</td>
<td>4.117</td>
<td>0.237</td>
</tr>
<tr>
<td></td>
<td>awc</td>
<td>804.94</td>
<td>1990.92</td>
<td>57463600</td>
<td>49156202</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.3</td>
<td>21.93</td>
<td>wc</td>
<td>2271.60</td>
<td>4657.09</td>
<td>133630016</td>
<td>161159034</td>
<td>41238859</td>
<td>1.157</td>
<td>11.813</td>
<td>0.397</td>
<td>3.562</td>
<td>0.209</td>
</tr>
<tr>
<td></td>
<td>awc</td>
<td>804.59</td>
<td>1649.60</td>
<td>4711360</td>
<td>41238859</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>22.61</td>
<td>25.96</td>
<td>wc</td>
<td>2277.86</td>
<td>7209.51</td>
<td>631367666</td>
<td>631367666</td>
<td>1.2872510</td>
<td>1.201</td>
<td>9.892</td>
<td>0.326</td>
<td>2.870</td>
<td>0.231</td>
</tr>
<tr>
<td></td>
<td></td>
<td>49</td>
<td>24.08</td>
<td>wc</td>
<td>2307.06</td>
<td>4603.60</td>
<td>232101764</td>
<td>232101764</td>
<td>18968018</td>
<td>1.219</td>
<td>10.647</td>
<td>0.364</td>
<td>3.819</td>
<td>0.229</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2275.97</td>
<td>9866.47</td>
<td>332128972</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>73</td>
<td>16.98</td>
<td>wc</td>
<td>2392.62</td>
<td>11636.90</td>
<td>1062897717</td>
<td>1062897717</td>
<td>31348994</td>
<td>1.306</td>
<td>12.391</td>
<td>0.395</td>
<td>4.121</td>
<td>0.238</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>68.00</td>
<td>330.81</td>
<td>40941786</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>74</td>
<td>18.09</td>
<td>wc</td>
<td>2396.97</td>
<td>9866.47</td>
<td>332128972</td>
<td>332128972</td>
<td>1.2872510</td>
<td>1.201</td>
<td>11.174</td>
<td>0.367</td>
<td>3.991</td>
<td>0.247</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>67.82</td>
<td>280.52</td>
<td>35801574</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
stop-the-world GC\textsuperscript{5}, and \(R_{msg}^{INC}\) is the maximum latency using the modified BDW real-time garbage collector. Each experiment run lasts for 15 minutes. Using the same heapsize, the observed \(R_{msg}^{INC}\) ranges from 0.326ms to 0.507ms which are less than \(R_{msg}^{STW}\) that ranges from 9.892ms to 13.937ms. The average message latency using the incremental GC, \(A_{msg}^{INC}\), ranges from 0.196ms to 0.255ms are also less than \(A_{msg}^{STW}\) using the stop-the-world GC that ranges from 2.870ms to 4.251ms.

For task set \(TS_1\), the observed mutator utilization ranges from 0.610 to 0.642 using the scheduling parameters derived with a targeted timing requirement of (0.6, 60); and ranges from 0.462 to 0.541 using the scheduling parameters derived with a targeted timing requirement of (0.4, 100). Also, for task set \(TS_2\), the observed mutator utilization ranges from 0.561 to 0.617 using the scheduling parameters derived with a targeted timing requirement of (0.5, 50); and ranges from 0.772 to 0.791 using the scheduling parameters derived with a targeted timing requirement of (0.75, 150). The heapsize calculated using the adjust worst-case GC cost coefficients have a pessimism ranging from 1.157 to 1.406 compared to the observed maximum heapsize in use during execution.

6.4.2 \(\xi_T\) time-triggered GC scheduling parameters and performance

In the task model \(\Gamma_{N+1}\), each producer or consumer task’s deadline, \(D_i\), is expressed as a function of the message latency, \(R_{msg_k} = t_{msg}^{leav} - t_{msg}^{arr}\), encountered by a message processed by the status router.

\[
D_i = C_i + \max \left( \sum_{k} R_{msg_k} \right) = C_i + M_i \cdot R_{msg} \tag{6.7}
\]

where \(M_i\) is the total number of messages incurred during one invocation of real-time task \(\tau_i\), \(R_{msg}\) is the maximum message latency, and \(R_{msg_k}\) is the message latency for the \(k\)-th message.

\textsuperscript{5}Here, the stop-the-world GC uses the modified BDW collector in a stop-the-world mode by disabling GC incrementality when GC cycle is triggered. The same heapsize \(H\) and free memory threshold \(F\) are set for both the incremental GC and the stop-the-world GC.
Table 6.13: $\xi_T$ time-triggered C-space GC scheduling parameters for SR (ms, Bytes)

<table>
<thead>
<tr>
<th>$\xi_T$ scheduling parameters</th>
<th>$P_{M1}$</th>
<th>$P_{GCI}$</th>
<th>$C_{GCI}$</th>
<th>$T_{GCI}(D_{GCI} = T_{GCI})$</th>
<th>$H$</th>
<th>$H_{max}^{used}$</th>
<th>$\rho^H$</th>
<th>$R_{msg}^{target}$</th>
<th>$R_{msg}^{max}$</th>
<th>$R_{msg}^{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{GCI}^{TS_1}$ we</td>
<td>50</td>
<td>50</td>
<td>2272.49</td>
<td>5465.24</td>
<td>156/1804 4</td>
<td>0.823</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{GCI}^{TS_1}$ awe</td>
<td>50</td>
<td>25</td>
<td>2274.86</td>
<td>743.96</td>
<td>221815366</td>
<td>0.825</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{GCI}^{TS_2}$ we</td>
<td>25</td>
<td>50</td>
<td>808.34</td>
<td>5358.41</td>
<td>95959469</td>
<td>0.825</td>
<td>1.198</td>
<td>0.825</td>
<td>0.627</td>
<td>13.376</td>
</tr>
<tr>
<td>$\tau_{GCI}^{TS_2}$ awe</td>
<td>25</td>
<td>50</td>
<td>2270.16</td>
<td>3124.323</td>
<td>89849558</td>
<td>0.901</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

among all these $M_i$ messages, where $R_{msg_k} \leq R_{msg}$. Another constraint on the deadline $D_i$ is that $D_i \leq T_i$, where $T_i$ is the real-time task $\tau_i$'s period. Figure D.2 in the Appendix D lists the code to calculate a feasible GC period, $T_{GCI}$, together with a targeted maximum message latency, $R_{msg}$, for a given workload in the status router.

The schedulability analysis is based on the C-space technique for fixed-priority systems. Rate-monotonic (RM) is used to assign real-time tasks’ priorities. In the experiments, the initial target maximum message latency $R_{msg}$ starts with 0.1ms and is incremented by 0.001ms until the task set $\Gamma_{N+1}$ can pass the C-space schedulability analysis tests. This means the deadlines $D_i$ calculated in Equation 6.7 can be met when GC is scheduled with the calculated heapsize, $H$ and GC period, $T_{GCI}$, using the chosen GC increment size, $P_{GCI}$ and mutator increment size, $P_{M1}$. The calculated maximum message latency $R_{msg}$ is the smallest latency that can be guaranteed by the schedulability analysis.

In table 6.13, the GC scheduling parameters, $T_{GCI}$ are computed for workloads and the chosen $P_{GCI}(P_{M1})$ so that the task set is schedulable. In other words, every task can meet its deadline so that a targeted maximum message latency can be achieved. The heapsize $H$ is calculated for each set of the GC scheduling parameters. The heapsize calculated using the adjusted worst-case GC cost coefficients are used when running the status router.

The calculated deadlines are reported in table D.3 in Appendix D with a targeted maximum
message latency, $R_{msg} = 0.823$ms for task set $TS_1$ and $R_{msg} = 0.551$ms for task set $TS_2$.

Each experiment run lasts for 15 minutes. Using the same heapsize, for task set $TS_1$, the observed $R^{INC}_{msg}$ ranges from 0.627ms to 0.716ms for the GC scheduling parameters derived using a targeted $R_{msg} = 0.823$ms. These are less than $R^{STW}_{msg}$ that ranges from 14.747ms to 17.145ms. For task set $TS_2$, the observed $R^{INC}_{msg}$ is 0.542ms for the GC scheduling parameters derived using a targeted $R_{msg} = 0.612$ms, which is less than $R^{STW}_{msg} = 19.311$ms. Using the worst-case GC cost estimations with chosen $P_{GCI} = 100$ms and $P_{MI} = 100$ms, the schedulability analysis failed to find a schedulable GC scheduling parameters for task set $TS_2$ as a result of pessimism.

The heap consumption with the calculated GC parameters in table 6.13 is visualized in figure 6.8, which shows a GC invocation at the period of $T_{GC} = 2517$ms using GC task $\tau_{GC}^b$’s parameters. The heapsize calculated using the adjust worst-case GC cost coefficients have pessimism ranging from 1.122 to 1.372 compared to the observed maximum heapsize in use during execution.

Figure 6.8: $TS_1$ Memory consumption when GC is triggered with period of $T_{GC} = 2531$ms, $H = 82901 \text{KBytes}$

### 6.5 Summary

As a test platform, a real-time application – status router was implemented to illustrate the use of our RTGC approach using the system model. The status router application (SR) is a multi-casting packet forwarder with real-time processing requirements, [50]. It needs be scheduled during operation as the offered load pattern changes.
The use of the systematic RTGC approach is demonstrated using the status router application with two publication-subscription workloads in this chapter. We presented the steps that need be taken to compute the GC scheduling parameters:

- The task model $\Gamma_{N+1}$ expresses the status router implementation with its publication-subscription workloads. Calculations of the parameters that should be known a priori in the task model are performed.

- The GC cost model $\text{GCCM}$ calculates GC-related cost for the status router with different workloads. The GC cost coefficients defined in the GC cost model in chapter 4 are measured using the status router application. It again shows that the part of the GC cost model pertaining to the GC implementation is stable across applications and workloads.

- The two RTGC configuration plans, work-based, $\xi_W$, and time-based, $\xi_T$, presented in chapter 5 are used to schedule GC in the status router application. The scheduling modules were implemented to calculate the feasible GC scheduling parameters.

The status router application runs using the feasible GC scheduling parameters derived by the systematic RTGC approach. For both workloads, there are no memory exhaustion during the status router execution while the real-time requirements are satisfied. For the work-based GC scheduling, $\xi_W$, the minimum mutator utilization over time duration pair, $(\mu_{MMU}, \Delta t)$, are observed to be met. For the time-based GC scheduling, $\xi_T$, the real-time tasks’ deadlines are met. Since the deadlines in the status router are expressed as functions of the maximum message latency, $R_{msg}$. A maximum message latency is therefore guaranteed by meeting the publishers and subscribers deadlines. The maximum message latency, $R_{msg}^{INC}$, using the incremental GC is observed to be achieved.

Due to the incremental GC execution, the observed maximum message latency, $R_{msg}^{INC}$, in the status router is less than the maximum latency, $R_{msg}^{STW}$, when GC is carried out in a stop-the-world fashion for both of the scheduling mechanisms. The stop-the-world GC has approximately
11.46% overhead in CPU time during the status router’s execution, while the incremental GC has approximately 16.34% overhead in CPU time during the status router’s execution using the same heapsize and triggering policy. The smaller message latency achieved by using the incremental GC comes with a larger GC overhead in CPU time than the stop-the-world GC.

The next chapter summarizes the contributions of the thesis and discusses the future work.
CHAPTER 7

CONCLUSION AND THE FUTURE WORK

This dissertation develops a systematic approach to the application of RTGC in the real-time realm. The approach was motivated by the need for a uniform method to characterize GC-enabled real-time systems in order to assist real-time developers to utilize GC in a predictable way.

The original inspiration of the dissertation’s approach is the Giotto system, [55], whose key contribution is that it supports “the automation of real-time control system design by strictly separating platform-independent functionality and timing concerns from platform-dependent scheduling and communication issues,” [55]. Similarly, given a system with bounded workload, our systematic approach calibrates the control of RTGC by separating platform-independent functionality and timing concerns from the timing-related memory-management issues that depend on the details of a real-time system’s implementation.

In summary, the key contributions of this dissertation are the following:

- **The system model** provides a consistent way to describe GC-enabled real-time systems. It covers both modeling of entities and entity interactions within the real-time systems. The system model shows how to characterize a given real-time system with workloads and illustrates necessary components to compute GC scheduling parameters in order to assist developers to use GC in a predictable way. Within the system model the **RTGC framework** models the GC task.
• **The GC cost model** factors the contributions of the GC implementation and the application-imposed workload. Separation of these aspects allows prediction of system behavior from knowledge of component behavior and environmental specifications. The complete GC cost model consists of a set of *GC cost coefficients*, a set of *application-dependent parameters* and a set of *rules* that allow calculation of GC-related costs.

• **The GC-integrated scheduling mechanisms** compute GC scheduling parameters, $\xi_{GC}$, so that the overall system satisfies its real-time requirements. Two RTGC configuration plans, work-based, $\xi_{W}$, and time-based, $\xi_{T}$, have been developed and implemented. The work-based RTGC configuration plan, $\xi_{W}$, is scheduled to guarantee a minimum mutator utilization, $\mu_{MMU}$, over time duration, $\Delta t$. The time-based RTGC configuration plan, $\xi_{T}$, is scheduled to meet specific real-time tasks deadline requirements using fixed-priority assignments. C-space feasibility analysis, [15], is used in the time-based RTGC configuration, $\xi_{T}$.

Recall that the thesis of the dissertation is

| Thesis: | Decomposing the model of (1) the performance of collector operations and (2) the garbage collection load offered by a real-time task set allows prediction of system behavior from knowledge of component behavior and environment specifications. This approach provides the models needed to engineer GC into real-time applications. |

The thesis has been demonstrated by the design, implementation, and demonstration of a systematic RTGC approach. The demonstration consists of a status router application with two publication-subscription workloads. Experiments show that the GC-enabled status router application using the derived GC scheduling parameters meets its timing requirements with no memory exhaustion. For the work-based GC scheduling, $\xi_{W}$, the minimum mutator utilization requirements, $(\mu_{MMU}, \Delta t)$, are observed to be met. For the time-based GC scheduling, $\xi_{T}$, the message latency requirement, $R_{msg}$, is met.
Moreover, due to the incremental GC execution, the observed maximum message latency, $R_{msg}^{INC}$, in the status router is less than the maximum latency, $R_{msg}^{STW}$, when GC is carried out in a stop-the-world fashion for both of the scheduling mechanisms. The average message latency, $A_{msg}^{INC}$, is less than the average message latency, $A_{msg}^{STW}$, using the stop-the-world GC as well. The stop-the-world GC has approximately 11.5\% overhead in CPU time during the status router’s execution, while the incremental GC has approximately 16.3\% overhead in CPU time during the status router’s execution using the same heapsize and triggering policy. The smaller message latency achieved by using the incremental GC comes with a larger GC overhead in CPU time.

### 7.1 Future work

The system model introduced in this dissertation provides a uniform way to describe a GC-enabled real-time system where GC is modeled using the RTGC framework. It also incorporates design and implementation of a systematic RTGC approach that computes GC scheduling parameters for a given real-time system’s workload. The system model lays out the necessary components to assist real-time developers to use GC in a predictable way: a task model for the application real-time task set plus a GC task; a GC cost model estimating the worst-case GC-related costs; and a scheduling mechanism deriving GC execution parameters. Future work would enhance each of these three components:

- For the task model component, adding more real-time task models would allow GC to be applied in a wider range of real-time applications. For instance, a new task model called multi-frame real-time task model has been developed to support real-time audio video streaming applications, [23]. Integrating GC in the multi-frame model would allow the scheduling and schedulability analysis techniques developed for that task model to be applied to real-time systems with GC.
For the GC cost model component, building cost models for other GC implementations—such as copying collectors and generational garbage collectors—would make our systematic RTGC approach applicable to other runtime systems that provide GC. A cost model should abstract the computation of GC-related cost in terms of (1) the performance of collector operations and (2) the garbage collection load offered by real-time tasks. For a particular GC implementation, the performance of collector operations characterized by the GC cost coefficients should be defined using sufficient granularity that these coefficients are stable across various applications. As previously discussed, the GC implementation may have to be modified to achieve stability of coefficients.

Another future work for the GC cost model component is to model interactions among real-time application, GC and scheduler to determine both application and GC execution dependent parameters, maximum memory allocation, $A_{max}$, maximum garbage needing to be reclaimed, $G$, etc. Eliminating outliers of GC cost coefficients will eventually reduce GC cost estimation pessimism instead of using the adjusted GC cost coefficients.

This dissertation work only considers that a GC cost model needs be conservative, which is evaluated using the defined pessimism metric, $\rho^M$. Future work for assessing a GC cost model is to formalize cost model’s safety modes with which the cost model can be assessed. In fault-tolerant systems, a set of failure mode assumptions are formalized using partially-ordered failure mode assertions, [82]. A notion of assumption coverage is introduced to quantitatively assess system dependability. It represents the degree (probability) to which a component failure mode assumption proves to be true in the real system. The methodology of failure assumptions used in fault-tolerant systems is one potential approach to assess GC cost model’s safety (dependability). The implicit assumptions established in the GC cost model during experiments can be formalized so that GC cost model dependability can be assessed quantitatively.
For the GC scheduling component, RTGC scheduling mechanisms can be extended to work in real-time systems that are modeled using advanced system design methods. Recently, approaches facilitating the design of complex systems, such as object-oriented methods and component-based methods, have been developed to model and design real-time systems with increasing complexity. At the same time, researchers in the real-time system community are actively working on the integration of these advanced design methodologies and analytical real-time scheduling theory. Such work includes the integration of real-time schedulability analysis with UML-RT object-oriented standard, [47, 98], and compositional schedulability analysis for component-based hierarchical scheduling frameworks, [34, 38]. When real-time systems are designed using these advanced system methods, extending RTGC scheduling mechanisms for these design methodologies would allow use of GC in these real-time applications.

Another kind of future work is to make RTGC mechanisms adaptive to a changeable workload during runtime. The variation in the workload should be modeled and taken into account by GC-integrated scheduling. Feedback scheduling, [83], where the current scheduling choice is made based on feedback from previous scheduling knowledge is one potential approach.

With these extensions, the system model will cover a wider range of real-time systems (more comprehensive task model), provide more choices of runtime platforms (more GC cost models), and have an enhanced GC-integrated scheduling capabilities (more schedulability analysis techniques and adaptive scheduling). Such extensions to the system model will serve real-time developers with even better capability to use GC in a predictable way.
APPENDICS
APPENDIX A

DISSERTATION GLOSSARY
<table>
<thead>
<tr>
<th>Definition context</th>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GC cost</strong></td>
<td>$P_i$</td>
<td>GC phase $i$ among the ten phases in one GC cycle</td>
</tr>
<tr>
<td></td>
<td>$T_{p_i}$</td>
<td>GC phase execution time</td>
</tr>
<tr>
<td></td>
<td>$\delta_i$</td>
<td>GC cost coefficients for incremental GC phases</td>
</tr>
<tr>
<td></td>
<td>$\delta_{\text{fin}}$</td>
<td>Fixed cost for atomic GC finalization initialization subphase</td>
</tr>
<tr>
<td></td>
<td>$\delta_{\text{sp}}$</td>
<td>Fixed cost for atomic GC sweep initialization subphase</td>
</tr>
<tr>
<td></td>
<td>$\rho$</td>
<td>Cost estimation pessimism of metric $m$</td>
</tr>
<tr>
<td><strong>RTGC incrementality</strong></td>
<td>$I_i$</td>
<td>GC increment in GC phase $P_i$</td>
</tr>
<tr>
<td></td>
<td>$a_i$</td>
<td>The atomic GC work unit in defined in GC phase $P_i$</td>
</tr>
<tr>
<td></td>
<td>$k_i$</td>
<td>The number of atomic GC work unit $a_i$ that consists of one GC increment $I_i$ in GC phase $P_i$</td>
</tr>
<tr>
<td></td>
<td>$T_{a_i}$</td>
<td>The execution time for GC increment $I_i$ in GC phase $P_i$</td>
</tr>
<tr>
<td></td>
<td>$\delta_{wb}$</td>
<td>Write barrier cost coefficients</td>
</tr>
<tr>
<td><strong>Write Barrier cost</strong></td>
<td>$W_{wb}$</td>
<td>The maximum number of various pointer update statistics</td>
</tr>
<tr>
<td><strong>Application parameters</strong></td>
<td>$\theta_t$</td>
<td>Upper bound on reference density in thread stack per byte</td>
</tr>
<tr>
<td></td>
<td>$\theta_h$</td>
<td>Upper bound on reference density in live heap per byte</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{wb}$</td>
<td>Write barrier cost over head</td>
</tr>
<tr>
<td></td>
<td>$L$</td>
<td>Maximum live memory size in bytes</td>
</tr>
<tr>
<td></td>
<td>$U_{maz}$</td>
<td>Maximum uncollectable memory in bytes during application execution</td>
</tr>
<tr>
<td></td>
<td>$G_t$</td>
<td>Maximum garbage in bytes needing to be reclaimed during phase $P_t$</td>
</tr>
<tr>
<td></td>
<td>$G_s$</td>
<td>Maximum garbage in bytes needing to be reclaimed during phase $P_s$</td>
</tr>
<tr>
<td><strong>System-specific parameters</strong></td>
<td>$H$</td>
<td>The total available heap size</td>
</tr>
<tr>
<td></td>
<td>$M_t$</td>
<td>The block size in bytes</td>
</tr>
<tr>
<td><strong>Task model</strong></td>
<td>$\Gamma_N, \Gamma_{N+1}$</td>
<td>A real-time task set with $N$ tasks or $N$ task plus the GC task</td>
</tr>
<tr>
<td></td>
<td>$\tau_{r_i}, \tau_{avgCC}$</td>
<td>Real-time task $i$, real-time garbage collection task</td>
</tr>
<tr>
<td></td>
<td>$C_{r_i}, C_{GCC}$</td>
<td>The worst-case execution time of real-time task $\tau_i$</td>
</tr>
<tr>
<td></td>
<td>$\delta_{r_i}, \delta_{GCC}$</td>
<td>The worst-case execution time of real-time task $\tau_i$ with write barrier overhead included</td>
</tr>
<tr>
<td></td>
<td>$T_{r_i}, T_{GCC}$</td>
<td>Real-time task $\tau_i$ s period (or the minimum interarrival time for sporadic task)</td>
</tr>
<tr>
<td></td>
<td>$D_i, D_{GCC}$</td>
<td>Real-time task $\tau_i$’s relative deadline</td>
</tr>
<tr>
<td></td>
<td>$A_i$</td>
<td>Real-time task $\tau_i$’s worst-case allocation during its one request</td>
</tr>
<tr>
<td></td>
<td>$B_i$</td>
<td>Block time encountered by real-time task $\tau_i$ due to synchronization</td>
</tr>
<tr>
<td></td>
<td>$U_i$</td>
<td>Utilization factor of real-time task $\tau_i$, calculated as $U_i = \frac{C_i}{T_i}$</td>
</tr>
<tr>
<td></td>
<td>$Dep$</td>
<td>Real-time tasks dependency specification $Dep = (D, D')$, where $D$ and $D'$ describe dependent real-time tasks and independent ones</td>
</tr>
<tr>
<td></td>
<td>$p_{GCC}$</td>
<td>GC scheduling resolution</td>
</tr>
<tr>
<td></td>
<td>$\xi_W, \xi_T$</td>
<td>Work-based (or time-based) RTGC configuration (GC scheduling)</td>
</tr>
<tr>
<td></td>
<td>$P_{GCCM1}$</td>
<td>The summary of the time quantum for mutator and GC tasks, where $P_{GCCM1} = P_{M1} + k_i \cdot t_i$ in work-based GC scheduling plan $\xi_W$</td>
</tr>
<tr>
<td></td>
<td>$T_{GCCM1}, T_{GCCG1}$</td>
<td>The time quanta assigned to mutator (or GC task)</td>
</tr>
<tr>
<td><strong>GC Scheduling and schedulability analysis</strong></td>
<td>$\rho_{GCC}$</td>
<td>The worst-case GC response time</td>
</tr>
<tr>
<td></td>
<td>$\rho_{MMU}$</td>
<td>The minimum mutator utilization</td>
</tr>
<tr>
<td></td>
<td>$E_{max}$</td>
<td>The total amount of GC cycles during one complete application’s execution</td>
</tr>
<tr>
<td></td>
<td>$F$</td>
<td>The free memory threshold used to trigger GC cycle</td>
</tr>
<tr>
<td><strong>Status Router</strong></td>
<td>$T_{pm}$</td>
<td>the period of producer task $\tau_{pm}$ per incoming socket in status router</td>
</tr>
<tr>
<td></td>
<td>$T_{cn}$</td>
<td>the period of consumer task $\tau_{cn}$ per outgoing socket in status router</td>
</tr>
<tr>
<td></td>
<td>$A_{pm}$</td>
<td>the worst-case allocation during one invocation of producer task $\tau_{pm}$</td>
</tr>
<tr>
<td></td>
<td>$A_{cm}$</td>
<td>the worst-case deallocation(garbage generated) during one invocation of consumer task $\tau_{cn}$</td>
</tr>
<tr>
<td></td>
<td>$pubInt_{im}$</td>
<td>the publishing interval of the $i$-th publication served by producer task $\tau_{pm}$</td>
</tr>
<tr>
<td></td>
<td>$pubInt_{jn}$</td>
<td>the subscribing interval of the $j$-th subscription served by consumer task $\tau_{cn}$</td>
</tr>
</tbody>
</table>
Figure B.1 plots the calculated fractions for GC uncollectable cost coefficient $\delta_{U_e}$ observed over 150 GC uncollectable increments. The GC uncollectable increment is time-based with size of $T_{I_2} = 1000\mu$s. The maximum fraction is 0.20%, which means there is only at most 0.20% measurements larger than the 99.9th percentile for all these observed GC uncollectable increments. Figure B.2 and B.3 show similar distributions for $\delta_{M_{mp}}$ with heap mark increments and $\delta_{S_l}$ with sweep large increments.

Figure B.1: Cost coefficient $\delta_{U_e}$ Measurement Distribution in GC increments $I_2$: GC uncollectable increment instances $I_2$ vs. Calculated fraction of the 99.9th percentile in $I_2$ (%) ($T_{I_2} = 1000\mu$s)

Figure B.4 plots value distributions of the measurements for the GC cost coefficient $\delta_{C}$ in GC clear increment $I_1$ with size $k_1$: 2500, 5000, 8000$^1$. The complete cost coefficients measurement set is gathered for the worst-case GC heap marking increment encountered by 100 application runs. The point $(x, y)$ in each curve means that among the complete set of cost coefficient measurements,

$^1$Recall that the atomic GC work $a_1$ is processing one block in GC clear phase $P_1$. 
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Figure B.2: Cost coefficient $\delta_{M_{mp}}$. Measurement Distribution in GC increments $I_5$: GC heap marking increment instances $I_5$ vs. Calculated fraction of the 99.9th percentile in $I_5$ (%) ($T_{I_5} = 2500\mu s$)

Figure B.3: Cost coefficient $\delta_{S_l}$. Measurement Distribution in GC increments $I_7$: GC sweep large increment instances $I_7$ vs. Calculated fraction of the 99.9th percentile in $I_7$ (%) ($T_{I_7} = 1500\mu s$)
there are \( y \) percent having values larger than \( x \).

The data show that the adjust worst-case cost coefficients \( awc_1 \) are approximately the 99th percentile of the measurements in the worst-case GC heap marking increment. Other cost coefficients have observed to have similar distribution characteristic using the worst-case GC increments as shown in figure B.5 for \( \delta_{S_l} \).

Figure B.4: Cost coefficient \( \delta_C \) Measurement using the worst-case GC increment \( I_1 \) (CPU cycle #) vs. Percentage (%)

![Figure B.4: Cost coefficient \( \delta_C \) Measurement using the worst-case GC increment \( I_1 \) (CPU cycle #) vs. Percentage (%)](image)

Figure B.5: Cost coefficient \( \delta_{S_l} \) Measurement using the worst-case GC increment \( I_7 \) (CPU cycle #) vs. Percentage (%)

![Figure B.5: Cost coefficient \( \delta_{S_l} \) Measurement using the worst-case GC increment \( I_7 \) (CPU cycle #) vs. Percentage (%)](image)

Table B.2 and B.3 report the adjusted worst-case cost coefficient measurements, where \( awc_1 \) and \( awc_2 \) are determined at 99.9th and 99.8th percentiles of the measurements respectively. These adjusted cost coefficients are stable across these applications.
### Table B.1: The GC Cost Model Components for the mark-and-sweep collector

<table>
<thead>
<tr>
<th>GC phase</th>
<th>GC implementation aspects</th>
<th>Application implementation aspects</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_0$ (GC_Start)</td>
<td>$T_{P_0}$ Fixed cost of atomic GC start phase ($\mu s$)</td>
<td>$\theta_t$ Upper bound on reference density in thread stack per byte</td>
</tr>
<tr>
<td>$P_1$ (GC_Clear)</td>
<td>$\delta_{S_C}$ Clear one block’s mark bits ($\mu s$)</td>
<td>$\theta_h$ Upper bound on reference density in live heap per byte</td>
</tr>
<tr>
<td>$P_2$ (GC_Uncollect)</td>
<td>$\delta_{U_a}$ Get one allocated block and check whether it is uncollectable ($\mu s$)</td>
<td>$\theta_{h_v}$ Upper bound on valid reference density in live heap per byte</td>
</tr>
<tr>
<td>$\delta_{U_p}$ Push pointers to all objects in uncollectable block ($\mu s$)</td>
<td>$\theta_{dl}$ Upper bound on disappearing link density in live heap per byte</td>
<td></td>
</tr>
<tr>
<td>$P_3$ (GC_nonthreadroot)</td>
<td>$T_{P_3}$ Fixed cost for atomic GC nonthread stack root scan phase ($\mu s$)</td>
<td>$L$ Maximum live memory size in bytes</td>
</tr>
<tr>
<td>$P_4$ (GC_threadscan)</td>
<td>$\delta_{R_e}$ Scanning rate of thread stacks for pointers ($\mu s$/Byte)</td>
<td>$A_{max}$ Maximum uncollectable memory in bytes</td>
</tr>
<tr>
<td>$\delta_{R_c}$ Examine one pointer in thread stack ($\mu s$)</td>
<td>$\delta_{R_{mp}}$ Mark and push a valid pointer to the main marking stack ($\mu s$)</td>
<td>$G_l$ Maximum garbage in bytes needing to be reclaimed during phase $P_7$</td>
</tr>
<tr>
<td>$\delta_{R_{st}}$ Record a value in blacklist ($\mu s$)</td>
<td>$\delta_{R_{D1}}$ Record a value in the blacklist during heap marking ($\mu s$)</td>
<td>$G_s$ Maximum garbage in bytes needing to be reclaimed during phase $P_8$</td>
</tr>
<tr>
<td>$P_5$ (GC_heapmark)</td>
<td>$\delta_{M_{sr}}$ Scanning cost of an entry in main mark stack ($\mu s$/Byte)</td>
<td>$\delta_{M_{e}}$ Mark and push a valid object in heap to the marking stack ($\mu s$)</td>
</tr>
<tr>
<td>$\delta_{M_{r}}$ Examine one pointer in heap ($\mu s$)</td>
<td>$\delta_{M_{Bl}}$ Record a value in blacklist during heap marking ($\mu s$)</td>
<td>$\delta_{WB_{C1}}$ Check GC status in lines (1) and (4) in Write Barrier Algorithm 1</td>
</tr>
<tr>
<td>$\delta_{M_{mp}}$ Mark and push a valid object in heap to the marking stack ($\mu s$)</td>
<td>$\delta_{WB_{C2}}$ Check whether the pointer is marked or not in line (2); $\delta_{WB_{P}}$ Push a pointer to the mark stack in line (3) and (5)</td>
<td></td>
</tr>
<tr>
<td>$\delta_{M_{st}}$ Record a value in the blacklist during heap marking ($\mu s$)</td>
<td>$\delta_{WB_{P}}$ Push a pointer to the mark stack in line (3) and (5)</td>
<td></td>
</tr>
<tr>
<td>$P_6$ (GC_Finalize)</td>
<td>$T_{fin}$ Fixed cost for atomic GC finalizing initialization ($\mu s$)</td>
<td>Write Barrier cost aspects</td>
</tr>
<tr>
<td>$\delta_{P_{al}}$ Process one disappearing link in heap ($\mu s$)</td>
<td>$B$ The block size in bytes</td>
<td></td>
</tr>
<tr>
<td>$P_7$ (GC_SweepLarge)</td>
<td>$T_{sp}$ Fixed cost for atomic GC sweep initialization ($\mu s$)</td>
<td>$M_T$ Maximum thread stack size in bytes</td>
</tr>
<tr>
<td>$\delta_{P_{al}}$ Process one disappearing link in heap ($\mu s$)</td>
<td>$N_T$ Maximum number of active threads in system</td>
<td></td>
</tr>
<tr>
<td>$\delta_{G_{r}}$ Scanning rate of heap to reclaim garbage for both $P_7$ and $P_8$ ($\mu s$/byte)</td>
<td>$H$ The total available heap size in system</td>
<td></td>
</tr>
<tr>
<td>$\delta_{G_{l}}$ Reclaim one empty block ($\mu s$)</td>
<td>$\delta_{G_{enq}}$ Enqueue small object reclamation work into reclaim list to be processed in $P_8$ ($\mu s$)</td>
<td></td>
</tr>
<tr>
<td>$\delta_{G_{m}}$ Reclaim unused small objects in one block ($\mu s$)</td>
<td>$\delta_{G_{s}}$ Reclaim unused small objects in one block ($\mu s$)</td>
<td></td>
</tr>
<tr>
<td>$P_8$ (GC_SweepSmall)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_9$ (GC_Reset)</td>
<td>$T_{P_9}$ Fixed cost for atomic GC reset phase</td>
<td></td>
</tr>
</tbody>
</table>
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### Table B.2: Adjusted worst-case RTGC cost coefficients (a)

<table>
<thead>
<tr>
<th>Application</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC-stress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>uc</td>
<td>351.1</td>
<td>19.19</td>
<td>286.99</td>
<td>15.69</td>
<td>71.19</td>
</tr>
<tr>
<td>awc1</td>
<td>957</td>
<td>0.325</td>
<td>394</td>
<td>0.325</td>
<td>608.4</td>
</tr>
<tr>
<td>awc2</td>
<td>693</td>
<td>0.379</td>
<td>528</td>
<td>0.289</td>
<td>470.8</td>
</tr>
<tr>
<td>avg</td>
<td>649</td>
<td>0.355</td>
<td>131</td>
<td>0.085</td>
<td>595.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GC Bench</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>uc</td>
<td>359.81</td>
<td>19.675</td>
<td>288.20</td>
<td>15.758</td>
<td>686.4</td>
</tr>
<tr>
<td>awc1</td>
<td>990</td>
<td>0.341</td>
<td>413</td>
<td>0.259</td>
<td>509.2</td>
</tr>
<tr>
<td>awc2</td>
<td>693</td>
<td>0.379</td>
<td>407</td>
<td>0.233</td>
<td>451.6</td>
</tr>
<tr>
<td>avg</td>
<td>643</td>
<td>0.352</td>
<td>148</td>
<td>0.081</td>
<td>563.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Binary Tree</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>uc</td>
<td>369.82</td>
<td>20.222</td>
<td>289.96</td>
<td>15.834</td>
<td>651.2</td>
</tr>
<tr>
<td>awc1</td>
<td>990</td>
<td>0.341</td>
<td>335</td>
<td>0.293</td>
<td>581.3</td>
</tr>
<tr>
<td>awc2</td>
<td>643</td>
<td>0.352</td>
<td>451</td>
<td>0.247</td>
<td>451.8</td>
</tr>
<tr>
<td>avg</td>
<td>630</td>
<td>0.355</td>
<td>148</td>
<td>0.081</td>
<td>508.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Graph</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>uc</td>
<td>345.07</td>
<td>18.869</td>
<td>288.20</td>
<td>15.758</td>
<td>662.2</td>
</tr>
<tr>
<td>awc1</td>
<td>908</td>
<td>0.529</td>
<td>385</td>
<td>0.211</td>
<td>508.1</td>
</tr>
<tr>
<td>awc2</td>
<td>639</td>
<td>0.349</td>
<td>363</td>
<td>0.198</td>
<td>431.6</td>
</tr>
<tr>
<td>avg</td>
<td>703</td>
<td>0.355</td>
<td>150</td>
<td>0.082</td>
<td>515.7</td>
</tr>
</tbody>
</table>

### Table B.3: Adjusted Worst case RTGC cost coefficients (b)

<table>
<thead>
<tr>
<th>Application</th>
<th>$\delta_{M_0}$</th>
<th>$\delta_{M_{mp}}$</th>
<th>$\delta_{M_{tl}}$</th>
<th>$\delta_{F_{st}}$</th>
<th>$\delta_{S_1}$</th>
<th>$\delta_{S_2}$</th>
<th>$\delta_{S_{mp}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC Stress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>uc</td>
<td>3249.4</td>
<td>17.768</td>
<td>306.88</td>
<td>16.769</td>
<td>2574</td>
<td>1.407</td>
<td>1139</td>
</tr>
<tr>
<td>awc1</td>
<td>891</td>
<td>0.487</td>
<td>418</td>
<td>0.229</td>
<td>2253</td>
<td>1.221</td>
<td>998</td>
</tr>
<tr>
<td>awc2</td>
<td>495</td>
<td>0.271</td>
<td>297</td>
<td>0.162</td>
<td>1597</td>
<td>0.874</td>
<td>890</td>
</tr>
<tr>
<td>avg</td>
<td>441</td>
<td>0.241</td>
<td>122</td>
<td>0.086</td>
<td>1408</td>
<td>0.870</td>
<td>491</td>
</tr>
</tbody>
</table>

| GCBench     |                |                   |                  |                 |               |                |                 |
| uc          | 120.89         | 18.039            | 524.10           | 17.683          | 2574          | 1.333          | 1254            |
| awc1        | 927            | 0.526             | 405              | 0.271           | 2113          | 1.156          | 1017            |
| awc2        | 495            | 0.271             | 297              | 0.162           | 1548          | 0.847          | 912             |
| avg         | 411            | 0.228             | 119              | 0.068           | 1496          | 0.818          | 503             |

| Bin Tree    |                |                   |                  |                 |               |                |                 |
| uc          | 32186          | 17.598            | 32131            | 17.568          | 2274          | 1.244          | 1111            |
| awc1        | 979            | 0.355             | 395              | 0.271           | 2019          | 1.104          | 956             |
| awc2        | 495            | 0.271             | 297              | 0.162           | 1240          | 0.678          | 874             |
| avg         | 419            | 0.229             | 119              | 0.065           | 1435          | 0.785          | 481             |

| Graph       |                |                   |                  |                 |               |                |                 |
| uc          | 34320          | 18.766            | 39700            | 16.240          | 2650          | 1.430          | 1098            |
| awc1        | 990            | 0.541             | 955              | 0.271           | 2254          | 1.233          | 945             |
| awc2        | 495            | 0.271             | 297              | 0.162           | 1682          | 0.920          | 901             |
| avg         | 384            | 0.210             | 121              | 0.066           | 1506          | 0.824          | 512             |
private double calcWorkload(int i, double b) {
    int f,c;
    double branch0, branch1;
    Task t_i;

    if (i<=0) return 0;
    if (b<=Global.lastA[i]) return Global.lastWorkload[i];

    t_i = (Task)tasks[i];
    f = (int)Math.Floor((double)b/(double)t_i.TI);
    c = (int)Math.Ceiling((double)b/(double)t_i.TI);

    branch0 = b*f*(t_i.TI-t_i.Cl)+calcWD(i-1,f*t_i.TI);
    branch1 = c*t_i.Cl + calcWD(i-1,b);
    Global.lastA[i] = b;
    if (branch0 < branch1) Global.lastWorkload[i] = branch0;
    else Global.lastWorkload[i] = branch1;

    return Global.lastWorkload[i];
}

public bool FPTest() {
    int i;
    Task t_i;

    for (i = 1; i<=tasks.Count; i++) {
        t_i = (Task)tasks[i-1];

        if (t_i.Cl + this. calcWorkload(i-1,t_i.DI) > t_i.DI)
            return false;
    }

    return true;
}
APPENDIX D

EXPERIMENTAL DEMONSTRATION

Two publisher-subscriber workloads are studied in this chapter, and their specifications are shown in

Figure D.1 shows the specifications of the two publisher-subscriber workloads studied in chapter 6. Workload TS1 has lighter loads than TS2 that TS1's overall incoming packet rate is 437.22p-(acket)/s(econd) and outgoing packet rate is 389.59p/s while TS2's overall incoming packet rate is 12091.67p/s and outgoing packet rate is 4175.00p/s. T\textsubscript{Gamma} is the status router execution's period calculated using Equation (6.4).

Table D.1 and table D.2 report write barrier calculations for the task set TS1 and task set TS2.

Figure D.2 shows the codes to determine GC period in accordance to the maximum message latency for the input workload. The function Cspace\_sched takes the following inputs: the chosen GC increment size $P_{GC1}$ and mutator increment size $P_{MI}$; application-dependent GC cost estimations $\Upsilon, \delta$, (in Equation 5.9 in page 117) and maximum live memory $L$. It outputs the GC period

<table>
<thead>
<tr>
<th>Table D.1: Workload 1: the calculation of write barrier cost $C_{wb} (\mu s, # / \mu s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workload TS1</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>$\tau_p1$</td>
</tr>
<tr>
<td>$\tau_{c2}$</td>
</tr>
<tr>
<td>$\tau_{c3}$</td>
</tr>
<tr>
<td>$\tau_{c4}$</td>
</tr>
<tr>
<td>$\tau_{c1}$</td>
</tr>
<tr>
<td>$\tau_{c2}$</td>
</tr>
<tr>
<td>$\tau_{c3}$</td>
</tr>
<tr>
<td>$\tau_{c4}$</td>
</tr>
</tbody>
</table>
Figure D.1: The Status Router Publisher and Subscriber Workload Configurations

Workload 1

<table>
<thead>
<tr>
<th>Pub#1</th>
<th>Sub#1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Svar0</td>
<td>Svar0</td>
</tr>
<tr>
<td>Type0</td>
<td>Type0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pub#2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Svar1</td>
<td>Type1</td>
</tr>
<tr>
<td>Svar2</td>
<td>Type2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pub#3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Svar3</td>
<td>Type0</td>
</tr>
<tr>
<td>Svar4</td>
<td>Type0</td>
</tr>
<tr>
<td>Svar5</td>
<td>Type1</td>
</tr>
<tr>
<td>Svar6</td>
<td></td>
</tr>
<tr>
<td>Svar7</td>
<td></td>
</tr>
<tr>
<td>Svar8</td>
<td></td>
</tr>
</tbody>
</table>

**Sub#2**

<table>
<thead>
<tr>
<th>Svar0</th>
<th>30ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Svar1</td>
<td>140ms</td>
</tr>
<tr>
<td>Svar2</td>
<td>120ms</td>
</tr>
<tr>
<td>Svar3</td>
<td>100ms</td>
</tr>
<tr>
<td>Svar4</td>
<td>200ms</td>
</tr>
<tr>
<td>Svar5</td>
<td>140ms</td>
</tr>
<tr>
<td>Svar6</td>
<td>120ms</td>
</tr>
<tr>
<td>Svar7</td>
<td>100ms</td>
</tr>
<tr>
<td>Svar8</td>
<td>200ms</td>
</tr>
<tr>
<td>Svar9</td>
<td>140ms</td>
</tr>
<tr>
<td>Svar10</td>
<td>60ms</td>
</tr>
</tbody>
</table>

**Pub#4**

<table>
<thead>
<tr>
<th>Svar6</th>
<th>Type1</th>
<th>30ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Svar7</td>
<td>Type2</td>
<td>45ms</td>
</tr>
<tr>
<td>Svar8</td>
<td>Type2</td>
<td>60ms</td>
</tr>
<tr>
<td>Svar9</td>
<td>Type1</td>
<td>120ms</td>
</tr>
<tr>
<td>Svar10</td>
<td>Type0</td>
<td>20ms</td>
</tr>
</tbody>
</table>

**Sub#3**

<table>
<thead>
<tr>
<th>Svar0</th>
<th>160ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Svar1</td>
<td>80ms</td>
</tr>
<tr>
<td>Svar2</td>
<td>120ms</td>
</tr>
<tr>
<td>Svar3</td>
<td>30ms</td>
</tr>
<tr>
<td>Svar4</td>
<td>120ms</td>
</tr>
<tr>
<td>Svar5</td>
<td>10ms</td>
</tr>
<tr>
<td>Svar6</td>
<td>30ms</td>
</tr>
<tr>
<td>Svar7</td>
<td>120ms</td>
</tr>
<tr>
<td>Svar8</td>
<td>60ms</td>
</tr>
<tr>
<td>Svar9</td>
<td>140ms</td>
</tr>
<tr>
<td>Svar10</td>
<td>60ms</td>
</tr>
</tbody>
</table>

\[ T_s = 7200ms \]

Workload 2

<table>
<thead>
<tr>
<th>Pub#1</th>
<th>Sub#1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Svar0</td>
<td>Svar0</td>
</tr>
<tr>
<td>Type0</td>
<td>Type0</td>
</tr>
<tr>
<td>Svar1</td>
<td>Type1</td>
</tr>
<tr>
<td>Svar2</td>
<td>Type2</td>
</tr>
<tr>
<td>Svar3</td>
<td>Type0</td>
</tr>
<tr>
<td>Svar4</td>
<td>Type1</td>
</tr>
<tr>
<td>Svar5</td>
<td>Type2</td>
</tr>
<tr>
<td>Svar6</td>
<td>Type1</td>
</tr>
<tr>
<td>Svar7</td>
<td>Type2</td>
</tr>
<tr>
<td>Svar8</td>
<td>Type2</td>
</tr>
<tr>
<td>Svar9</td>
<td>Type1</td>
</tr>
</tbody>
</table>

**Sub#2**

<table>
<thead>
<tr>
<th>Svar1</th>
<th>4ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Svar2</td>
<td>1ms</td>
</tr>
<tr>
<td>Svar3</td>
<td>5ms</td>
</tr>
<tr>
<td>Svar4</td>
<td>5ms</td>
</tr>
<tr>
<td>Svar5</td>
<td>10ms</td>
</tr>
<tr>
<td>Svar6</td>
<td>20ms</td>
</tr>
<tr>
<td>Svar7</td>
<td>5ms</td>
</tr>
<tr>
<td>Svar8</td>
<td>5ms</td>
</tr>
<tr>
<td>Svar9</td>
<td>1ms</td>
</tr>
<tr>
<td>Svar10</td>
<td>1ms</td>
</tr>
</tbody>
</table>

**Pub#2**

<table>
<thead>
<tr>
<th>Svar10</th>
<th>Type0</th>
<th>1ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type1</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type2</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type1</td>
<td>5ms</td>
<td></td>
</tr>
<tr>
<td>Type2</td>
<td>4ms</td>
<td></td>
</tr>
<tr>
<td>Type0</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type0</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type1</td>
<td>5ms</td>
<td></td>
</tr>
<tr>
<td>Type2</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type0</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type0</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type1</td>
<td>5ms</td>
<td></td>
</tr>
</tbody>
</table>

**Sub#3**

<table>
<thead>
<tr>
<th>Svar10</th>
<th>Type0</th>
<th>5ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type1</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type2</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type5</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type0</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type2</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type0</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type1</td>
<td>5ms</td>
<td></td>
</tr>
<tr>
<td>Type1</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type0</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type0</td>
<td>1ms</td>
<td></td>
</tr>
<tr>
<td>Type1</td>
<td>1ms</td>
<td></td>
</tr>
</tbody>
</table>

\[ T_s = 360ms \]

Table D.2: Workload 2: the calculation of write barrier cost \(C_{wb} (\mu s, \# / \mu s)\)

| Workload TS | \( W_{total} \) | \( U_{max} \) | \( T_{pb} \) | \( T_{sw} \) | \( C_{m} \) | \( C_{wb} \) | \( \sigma_{wb} \) | \( r_{sw} \) | \( \rho_{sw}^{*} = \sigma_{wb} \) |
|-------------|----------------|----------------|------------|---------|------|---------|岁的|-$|________|
| \( \tau_{p1} \) | 1020 | 0.953 | 0.675 | 23109 | 600.83 | 1.081 | 0.044 | 1.054 |
| \( \tau_{p2} \) | 64 | 0.923 | 0.898 | 2034 | 22.38 | 138.61 | 1.011 | 0.032 | 1.057 |
| \( \tau_{p3} \) | 228 | 0.914 | 0.818 | 7701 | 123.22 | 458.58 | 1.016 | 0.029 | 1.043 |
| \( \tau_{c1} \) | 1940 | 0.957 | 0.558 | 24980 | 2073.34 | 3113.98 | 1.083 | 0.078 | 1.039 |
| \( \tau_{c2} \) | 270 | 0.910 | 0.495 | 2848 | 185.12 | 390.50 | 1.065 | 0.095 | 1.069 |
| \( \tau_{c3} \) | 44 | 0.939 | 0.491 | 496 | 20.83 | 64.52 | 1.042 | 0.089 | 1.086 |
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Table D.3: Calculation of Status Router deadlines in $\Gamma_{N+1}$ (ms, bytes) (1) Workload $T S_1$ with $R_{msg} = 0.823$ ms and Workload $T S_2$ with $R_{msg} = 0.551$ ms

<table>
<thead>
<tr>
<th>Tasks</th>
<th>$C_i \cdot \sigma_i$</th>
<th>$D_i$</th>
<th>$T_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T S_1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{p1}$</td>
<td>0.347</td>
<td>1.17</td>
<td>20</td>
</tr>
<tr>
<td>$\tau_{c2}$</td>
<td>1.487</td>
<td>6.425</td>
<td>50</td>
</tr>
<tr>
<td>$\tau_{c3}$</td>
<td>0.405</td>
<td>19.34</td>
<td>120</td>
</tr>
<tr>
<td>$\tau_{c1}$</td>
<td>0.221</td>
<td>10.097</td>
<td>200</td>
</tr>
<tr>
<td>$\tau_{p3}$</td>
<td>8.294</td>
<td>42.037</td>
<td>300</td>
</tr>
<tr>
<td>$\tau_{p2}$</td>
<td>10.712</td>
<td>49.453</td>
<td>360</td>
</tr>
<tr>
<td>$\tau_{c4}$</td>
<td>0.475</td>
<td>22.70</td>
<td>480</td>
</tr>
<tr>
<td>$\tau_{c5}$</td>
<td>0.853</td>
<td>41.180</td>
<td>600</td>
</tr>
<tr>
<td>$T S_2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{p2}$</td>
<td>2.174</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$\tau_{c3}$</td>
<td>8.163</td>
<td>28.324</td>
<td>30</td>
</tr>
<tr>
<td>$\tau_{c1}$</td>
<td>0.561</td>
<td>11.442</td>
<td>40</td>
</tr>
<tr>
<td>$\tau_{p3}$</td>
<td>29.981</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>$\tau_{c2}$</td>
<td>3.241</td>
<td>50.231</td>
<td>60</td>
</tr>
<tr>
<td>$\tau_{c1}$</td>
<td>28.103</td>
<td>360</td>
<td>360</td>
</tr>
</tbody>
</table>

$T_{GC}$ that makes the task set $\Gamma_{N+1}$ schedulable with a targeted maximum message latency.

The calculated deadlines are reported in

Table D.3 lists the calculated deadlines with a targeted maximum message latency, $R_{msg} = 0.823$ ms for task set $T S_1$ and $R_{msg} = 0.551$ ms for task set $T S_2$. 
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Figure D.2: Determine GC period $T_{GC}$ and maximum message latency $R_{msg}$

```java
public double Cspace_Sched(int PMI, int PGCI, int usingCGC, double A1, double A2, double B, long L) {
    Task t_i;
    double tgc_init1, tgc_init2;
    long heap_init=0;
    double sumAITI=0;
    long Ainit=497792;
    int i=0, GC_insert_index=0;
    for (;i<tasks.Count;i++) {
        t_i = (Task)tasks[i];
        sumAITI += (double)t_i.AI/(double)t_i.TI;
    }
    if (usingCGC==1) // using the worst-case GC cost estimations
        tgc_init1 = (double)(A1 + B*L)/(double)(PMI*PGCI)/(double)(PMI+PGCI)/(double)(1+PMI/PGCI)-
                    2*B*sumAITI;
        tgc_init2 = (double)((A1 + B*L)/(1-2*B*sumAITI));
    else { // using the adjusted worst-case GC cost estimations
        tgc_init1 = (double)(A2 + B*L)/(double)(PMI*PGCI)/(double)(PMI+PGCI)/(double)(1+PMI/PGCI)-
                    2*B*sumAITI;
        tgc_init2 = (double)((A2 + B*L)/(1-2*B*sumAITI));
    }
    if (tgc_init1 > tgc_init2) gcTask.TGC = tgc_init1;
    else gcTask.TGC = tgc_init2;
    while (true) {
        heap_init = (long)L + 2*gcTask.TGC*sumAITI + Ainit;
        gcTask.calcCGC(heap_init, A1);
        gcTask.calcCAGC(heap_init, A2);
        gcTask.TI = gcTask.TGC;
        gcTask.DI = gcTask.TI;
        if (usingCGC==1) (gcTask.Cl = gcTask.CGc);
        else { gcTask.Cl = gcTask.CAGc; }
        // Order task set list with ascending priority order
        for (i=0;i<tasks.Count;i++) {
            t_i = (Task)tasks[i];
            if (gcTask.TGC <= t_i.TI) {
                tasks.Insert(i,Task)gcTask;  
                GC_insert_index = i;
                break;
            }
        }
        if (i==tasks.Count) {
            tasks.Insert(i,Task)gcTask;
            GC_insert_index = i;
        }
        // Passing C-space schedulability analysis, output GC scheduling parameters
        if (this.FPTest())
            {
                this.CGc = gcTask.CGc;
                this.CAGc = gcTask.CAGc;
                this.HEAP = heap_init;
                return gcTask.TGC;
            }
        else {
            // First try to adjust GC period
            gcTask.TGC += CONST.TGC_INC;
            tasks.RemoveAt(GC_insert_index);
            // If cannot find feasible GC scheduling parameters, try to increase targeted maximum message latency, hence, the real-time tasks deadlines, and redo the whole schedulability analysis again
            if (gcTask.TGC > TS_period)
                {
                    Global.latency = Global.latency + CONST.latency_inc;
                    // adjusting scheduling requirement in terms of latency
                    for (i=0;i<tasks.Count;i++)
                    {
                        t_i = (Task)tasks[i];
                        t_i.DI += Global.latency*t_i.MI;
                    }
                    if (t_i.DI > t_i.TI) t_i.DI = t_i.TI;
                    if (tgc_init1 > tgc_init2) gcTask.TGC = tgc_init1;
                    else gcTask.TGC = tgc_init2;
                }
        }
    }
}
```
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