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A THEORETICAL AND EXPERIMENTAL INVESTIGATION OF MULTI-PHASE 

INTERACTIONS IN PURE AND MULTICOMPONENT DROPLET EVAPORATION 

 

 

ABSTRACT 
 

 

by Courtney Leigh Herring Bonuccelli, M.S. 
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Chair: Richard Zollars 

 

This study addresses the separation between the theoretical and experimental aspect of 

multicomponent droplet evaporation.  This research provides a numerical model and 

experimental data of the vapor concentration and temperature trends while a series of non-

interacting droplets are dispensed through a closed chamber where they evaporate and condense 

depending on vapor-liquid equilibrium.  Droplets composed of pure ethanol, pure water, and 

various compositions of ethanol and water were tested and modeled in an initial nitrogen or air 

environment.  Such work is important in providing a basic link between the theoretical and 

experimental understanding of binary droplet evaporation.  Research will provide a backbone to 

future studies involving multicomponent droplet evaporation in sprays. 

Two one-dimensional models were developed to understand the interactions between 

mass and heat transfer in multicomponent droplet evaporation; one for an open (or constant 
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pressure) system and the second for a closed system.  Numerical data of the vapor concentration 

profile and vapor temperature profile were compared to experimental data.  The models were 

developed to incorporate the use of a mass transfer matrix composed of binary mass transfer 

coefficient pairs.  This matrix was assumed spatially constant but varied with time depending on 

temperature and composition of the liquid and vapor phase. 

The results show that in the case of water evaporation the closed system model over 

predicts the experimental vapor composition by 2.6%, and over predicts the published 

psychrometric data by 3.9%.  In the case of ethanol evaporation the open system model over 

predicts the experimental vapor composition by 3.4%.  The open system model was also used to 

model evaporating ethanol-water droplets, under predicting the ethanol vapor composition by 

3.7% and over predicting the water vapor composition by 4.4%.  Overall, the concept that 

multicomponent evaporation can be modeled by using a matrix of mass transfer coefficients 

instead of the simplifying case of an effective diffusion coefficient was shown to be valid in 

comparison to experimental and published data. 
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CHAPTER 1: INTRODUCTION 

 

Droplet evaporation is attracting significant interest due to the crucial role it plays in a 

variety of applications which use sprays and atomization including spray cooling, spray 

combustion, spray drying, fire suppression, and air-fuel premixing.  These applications each rely 

on a dispersed liquid phase, in the form of a large number of discrete droplets, convecting and 

vaporizing (or evaporating) in a continuous gas phase.  The most interesting multi-phase 

applications are those which use the mechanism for enhancing heat transfer for the electronics 

industry.  In each case, current cooling schemes utilize pure fluids.  But as the heat removal 

requirement of technology steadily increases there is an ever-pressing need for new cooling 

options.  One option is looking into the performance of binary fluids.  By minimizing the system 

to two liquid components we are able to fine-tune thermal properties without creating such a 

complex fluid that it becomes too tedious to model. 

However, studying and modeling multi-phase systems is not easy and managing the 

additional complexities when more than one component is interacting, can create scientific and 

computational chaos.  As a result of the mathematical complexity of the momentum, energy, and 

mass transfer mechanisms, previous work can be classified as either involving pure fluids 

(Mashayek, 2001; Yuen and Chow, 1978; Hubbard et  al., 1975; Frössling, 1938; Newbold and 

Amundson., 1973; Masliyah and Epstein, 1972; Hoffman and Ross, 1972), complex fluids 

involving more than two components (Lehtinen et al., 1998; Tamim and Hallett, 1995; Torres et 

al., 2003; Zhu and Reitz, 2002; Abdel-Qader and Hallett, 2005; Kotake and Okuzaki, 1969), or 

binary fluids (Krishna and Standart, 1976; Aggarwal and Chen, 1991; Chen et al., 1997).  

Previously studied mechanisms of mass transfer can be described by the inclusion of either a 
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binary mass diffusion coefficient (Aggarwal and Chen, 1991; Chen et al., 1997), an effective 

mass diffusion coefficient (Landis and Mills, 1974; Landis and Mills, 1974; Newbold and 

Amundson, 1973; Lehtinen et al., 1998; Sezen, 2000; Chen et al., 1997; Aggarwal ., 1991), or a 

mass diffusion matrix (Krishna and Standart, 1976; Alopaeus and Norden, 1999; Alopaeus et al., 

1999; Krishna, 1981; Taylor and Krishna, 1993).  Separating research even further, studies have 

either focused on vaporization of fuels or other fluids at increased temperatures and pressures 

(Landis and Mills, 1974; Crespo and Linan, 1975; Chen et al., 1997; Tamim and Hallett, 1995; 

Torres et al., 2003; Zhu and Reitz, 2002; Aggarwal and Chen, 1991; Kotake and Okuzaki, 1969; 

Law et al., 1987; Marchese and Dryer, 1996), spray drying of fluids containing solid particles 

(Elerin and Krasovitov, 1995; Negiz et al., 1995; Charlesworth and Marshall, 1960; Chen and 

Lin, 2005; Papadakis and King, 1988), or the evaporation of droplets (Frössling, 1938; Hubbard 

et al., 1975; Yuen and Chow, 1978).   

The driving application in technology is spray or flame combustion due to the wide use 

of combustion in the fuel and chemical industry.  Under this application the use of a constant 

mass diffusion coefficient is both practical and effective.  Following with this trend, the majority 

of models consider the vaporization of complex fuels at increased temperatures and pressures by 

using an effective mass diffusion coefficient.  For example, a constant mass diffusion coefficient 

is obtained by treating a complex fluid as a continuum of its own, with bulk properties, and 

therefore does not provide information of vapor composition changes due to unequal mass flux 

from the liquid-phase.   

Recently research has improved the calculation processes used in previous studies by 

either speed or accuracy.  This has been accomplished by eliminating droplet temperature from 

the model (Lehtinen et al., 1998), creating new calculation algorithms (Alopaeus and Norden, 
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1999; Alopaeus et al., 1999; Krishna and Standart, 1976), and considering previously neglected 

effects like internal liquid circulation (Landis and Mills, 1974; Abdel-Qader and Hallett, 2005; 

Kerstein, 1984), variable properties (Hubbard et al., 1975), a non-constant diffusion matrix 

(Krishna and Standart, 1976), and droplet interactions (Labowsky, 1978) to name a few.  

Conversely, this research effort is interested in both the theoretical and experimental 

investigation of the interactions in a single binary liquid droplet evaporating into a ternary vapor 

phase which also contains an inert vapor component.  This research is focusing on evaporation 

effects under ambient pressure and moderate temperatures of 270K-320K.  This study will 

specifically focus on the use of a spatially constant unsteady mass diffusion matrix in the 

calculation of mass transfer.   

Given that minimal experimental work has been done to validate a binary droplet - 

ternary vapor evaporation model in terms of vapor concentrations, and vapor temperature, the 

objective is to develop an evaporation model, and to then perform experiments to validate or 

disprove the theoretical results.  As a result this research effort is made as a first step in fully 

understanding the mechanisms behind multicomponent system evaporation.  

 The five chapters in this thesis describe the use, experiments, and modeling of 

multicomponent system evaporation.  The second chapter of this thesis starts with a brief 

description of applications for this research, focusing on the advantages of spray cooling, which 

uses two-phase cooling, as an enhancement over typical thermal management schemes.  A 

literature review of previous research in related topics concludes the chapter.   

A complex mathematical model was developed in order to understand the behavior of the 

defined system and to provide predictive capabilities for future multicomponent evaporation 

systems.  The third chapter of the thesis describes a mathematical model, for the fluids tested in 
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the fourth chapter.  The model, a 1-dimensional analysis, assumes Stefan diffusion based on a 

diffusivity matrix, as opposed to an effective diffusivity, using a non-ideal solution and an ideal 

gas, and surface renewal theory.  Chapter four describes the design and operation of experiments 

conducted in testing the time-dependent mass and energy transfer in multicomponent 

evaporation systems.  The defined binary fluid was composed of various concentrations of 

ethanol and water, which was tested at designated initial vapor/liquid temperatures, and vapor 

composition.  Liquid solutions ranged in composition from pure ethanol to pure water, in order 

to validate the model for both binary and pure fluids. 

The validity of the model, described in chapter three is then assessed by comparing its 

predictions to the experimental liquid and vapor final compositions and temperatures discussed 

in the fourth chapter.  In predicting measured equilibrium concentrations and temperatures of 

ethanol droplets the model showed an average over prediction from experimental data of 3.4%.  

For water droplets the model showed an average over prediction of 4.0% from published 

psychrometric data and 2.6% from experimental data.  Finally, for droplets composed of various 

compositions of ethanol and water, the model showed an average under prediction of the ethanol 

vapor content of 1.3% and an average over prediction of the water vapor content of 7.0%.   

Results were obtained by monitoring a constant spatial location within an evaporation 

chamber with a Fourier Transform Infrared (FTIR) Spectrometer.  The chamber was assumed to 

be well-mixed; however, no mechanical means were used.  Furthermore, the model did not 

account for size, velocity, or composition distributions among droplets, or internal droplet 

composition and temperature gradients.  Deviations between the model and the data suggest that 

the effects of vapor mixing and the presence of a vapor concentration gradient amongst species 

may contribute to the predicted total mass flux.   
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 Chapter 5 summarizes the results and analysis from chapters 3 and 4, and chapter 6 

recaps with final conclusions and suggestions for further avenues of research.  The thesis closes 

with an appendix which contains a listing of nomenclature in section A.1, and an example of a 

closed system mathematical model using air as the non-condensing gas is section A.2.  Raw data 

from all calibrations and experiments has been included for completeness in section A.3.  

Finally, important fluid properties and relations are located in section A.4, and experiment design 

data in section A.5.     
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CHAPTER 2: BACKGROUND 

 

In the analysis of engineering problems involving liquid spray, knowledge of the 

behavior of an evaporating liquid droplet is essential for the understanding and prediction of the 

performance of the spray as part of an engineering system (Yuen and Chow, 1978).  Increases in 

the utilization of synthetic and derived fuels have spurred interest in studying multicomponent 

liquid droplets.  However, there is a more complex theory involved for multicomponent systems 

than previously seen in single component modeling.  By combining existing mass transfer 

theory, novel time dependent mathematical modeling, and droplet evaporation behavior, it is 

possible to track vapor phase composition changes with continuous binary droplet evaporation.  

This effort will lead to a better understanding of multicomponent system evaporation. 

 

2.1 Applications for Research 

 

A large diversity of multi-phase gas-liquid flows of both scientific and practical interest 

involve the evaporation (or condensation) of near spherical liquid droplets in high (and low) 

temperature, turbulent (and laminar) environments.  Such flows cover a wide range of 

applications including spray cooling, spray combustion, spray drying or spray humidification, 

fire suppression, and air-fuel premixing in combustors (Miller et al., 1998).  Among these are a 

number of thermal management schemes that have been used over the years to achieve necessary 

cooling requirements for industrial and government applications.  Breakthroughs in many of 

today’s cutting edge technologies are becoming increasingly dependent upon the ability to safely 
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dissipate enormous amounts of heat from very small areas (i.e. >1000W/cm2).  This leads to the 

necessity of discovering a novel approach to cooling advanced technologies which are becoming 

denser with far greater heat fluxes.  To remove heat from electronic devices, air convection is 

traditionally used, while other thermal management schemes include liquid convection and pool 

boiling, and the use of jet or spray impingement cooling.  The demand for high-heat-flux 

dissipation from surfaces in a large number of applications has stimulated much research in the 

area of jet impingement cooling, spanning over fifty years.   

Early research focused mainly on single-phase cooling.  Recently, however, researchers 

have turned their focus more toward two-phase cooling because of new technological advances 

in many industries (Estes and Mudawar, 1995).  Figure 1, below, shows the advantage in terms 

of the achievable heat transfer coefficient for two-phase cooling; especially spray cooling, when 

compared to the more practiced natural and forced convection (ISR, 2005).  From the figure there 

is an eight order of magnitude difference (from 0.0001 W/cm2 to 1000W/cm2), achieved in the 

heat transfer coefficients between natural air convection and spray cooling with water.  Focusing 

research on alternative fluids can potentially push the limit up past that of water spray cooling.  

 

Figure 1: Comparison of Heat Transfer Coefficients for Thermal Management Schemes 
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Preliminary research into the heat transfer capabilities of alternative fluids has shown a 

distinct improvement from traditional dielectric fluids.  The long-term goal of this research is to 

aid in the modeling capability of alternative fluids for spray cooling applications.   

 

2.1.1 Spray Cooling 

 

Both jets and sprays are produced by forcing a liquid through a small diameter orifice.  In 

the case of sprays, however, the liquid is purposely shattered into a dispersion of fine droplets 

prior to impact with a heated surface.  Once a spray droplet strikes the heated surface, it flattens 

into a thin disk whose thickness is much smaller than the diameter of the droplet.  High heat 

fluxes can be obtained due to the formation and evaporation of a thin liquid film on the heated 

surface.  The maximum heat flux, known as critical heat flux (CHF), is the point at which the 

surface no longer remains wetted and is seen by a dramatic increase in surface temperature.  

Spray cooling atomization is dominated by two categories depending on the mode of spray 

generation: pressure atomization, where the high pressure liquid is atomized by the pressure 

differential across a nozzle (also known as plane orifice spray), and air atomization, where a 

stream of high velocity secondary gas helps in atomizing the liquid into very fine spray.  While 

atomized sprays are widely used in many industries because of their superior cooling, the 

presence of air greatly complicates condensation of the coolant in electrical applications due to 

the need for deaeration.   

Spray cooling is used to cool high heat density electronic devices and systems (ranging 

from 102-103 W/cm2) through the direct impact of a dielectric fluid with the heated surface 
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(Mudawar, 2000).  This results in the formation of a thin film on the heated surface, wherein the 

majority of the heat is released through the latent heat of vaporization.  Despite its advantages, 

superior dielectric fluids are still necessary to keep up with heat removal requirements of 

advancing technology.   

The greatest potential lies in using multicomponent systems to strategically optimize key 

properties like viscosity, thermal conductivity, and surface tension, to name a few.  Two-phase 

heat transfer is dependent on liquid temperature and composition, internal pressure, and the 

surrounding vapor temperature and composition.  Therefore, a time-dependent spray evaporation 

model is crucial to the quantitative analysis of heat removal in a multicomponent system.  The 

prospect of replacing the usual fluid of choice, perfluorocarbons, which have relatively poor heat 

transfer properties (Mudawar, 2000), high global warming potential, and are exceedingly costly, 

with a binary fluid, which mitigates these detrimental characteristics, led to the work in this 

thesis. 

In this thesis, by approaching the high heat flux problem in a novel way, spray cooling 

performance can be enhanced.  Traditionally, research in spray cooling and other thermal 

management schemes have focused on pure fluids.  I propose that multicomponent systems 

having a normal boiling point and optimized thermal properties could out perform currently used 

fluids.  However, to accomplish this, droplet evaporation would first have to be modeled and 

understood before proceeding to a full spray analysis, and then finally a fluid’s thermal 

performance could be quantified through CHF.   
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2.2 Previous Related Research 

 

Multicomponent evaporation is governed by species volatility, rate of diffusion, and the 

nature of fluid movement in the droplet, unlike pure fluid systems where evaporation is 

eventually driven to the wet bulb temperature.  In multicomponent systems the transport of one 

species can be augmented by the transport of another (Newbold and Amundson, 1973).  For 

example, it is possible to observe various interaction phenomena occurring; osmotic diffusion is 

noted by a diffusion of a component in the absence of a composition gradient for that species, 

while a diffusion barrier is noted by a lack of component transfer even though a composition 

gradient exists for it, and reverse diffusion is seen by a diffusion of a species against its 

composition gradient.   

A critical difference between the studies of a single drop and a spray, whether the drops 

are evaporating, combusting, or contain solid particles, is that in a non-dilute spray we can not 

assume a non-interacting model.  This was shown by Sacks (1951) when he found by using 

gravimetric analysis that the experimentally observed droplet evaporation rate was 100 times 

smaller than that predicted by Prober (1946) with his non-interacting model. 

The first attempt at theoretically and experimentally investigating the evaporation of a 

single evaporating liquid drop was done by Frössling in 1938.  In his work he photographed the 

changing size of a stationary drop subjected to a constant air current.  After examining 

nitrobenzene, aniline and water he formulated an equation calculating the evaporation rate: 

 ( )Re1 
2

  4 Κ+∆= pd

T
P

R
MW

D
dt

dM π     (2.1) 
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where
dt

dM
is the evaporation rate in 

second
g

, D is the diffusion coefficient in 
second

2cm
, MW  is 

the molecular weight, R is the universal gas constant, T is the absolute temperature; P∆ is the 

difference between the pressures of vapor at the surface (approximately the saturation 

temperature) and in the streaming air, pd  is the droplet diameter, Re is Reynolds number 

defined below as: 

a

ap ud

η
ρ ⋅⋅

=Re       (2.2) 

where aρ is the air density, u is the relative velocity, aη is the air dynamic viscosity and defined 

as: 

νρη  =       (2.3) 

where ν is the kinematic viscosity of the fluid. 

In Equation 2.1 Κ is the characteristic constant for the evaporating substance and is 

approximately defined as: 

3

276.0

ν
D

=Κ       (2.4) 

Basic single droplet combustion models were formulated in the 1950’s by Godsave 

(1950), Spalding (1950), and Goldsmith and Penner (Goldsmith and Penner, 1954) for an 

isolated pure-component droplet steadily burning in stagnant, oxidizing environments.  These 

lead to what has been termed the d2-law, predicting that the square of the droplet diameter 

decreased linearly with time.  At the same time Ranz and Marshall (Ranz and Marshall, 1952), 

(Ranz and Marshall, 1953) formulated the analogy between heat and mass transfer at low 

Reynolds numbers, and verified a simple expression for the Nusselt number at zero Reynolds 
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number, known as the Ranz-Marshall Correlation, by studying suspended water drops 

evaporating in air.  More recently, studies by Deng et al. (Deng et al., 1992) and Mashayek 

(2001) have begun to look into the evaporation rates of surface deforming drops.  Since then, 

more sophisticated studies that relax restrictions of the original pure-component single droplet 

model by including internal circulation, non-uniform temperature, and concentration gradients 

have been studied both experimentally and theoretically.  

Significant research has studied the composition and temperature changes within a 

droplet with spray combustion (Santangelo et al., 1998) along with an abundance of theoretical 

and experimental studies covering the evaporation and combustion of sprays.  Major reviews of 

spray combustion and evaporation models and their comparison with measured values can be 

found by Faeth (1977) and Harrje and Reardon (Harrje and Reardon, 1972).  A model known as 

particle-source-in-cell (PSI-CELL) was designed for gas-droplet flows (Crowe et al., 1977).  

This model was then adapted for specific use with spray drying (Negiz et al., 1995).  The PSI-

CELL model assumes a dry air stream flowing co-currently.  In the case of a spray cooled system 

the surrounding vapor is essentially at rest, however, the PSI-CELL model allows for a good 

simplifying case from which to start.  

In 1973 Newbold and Amundson (Newbold and Amundson, 1973) derived a 

mathematical model for the evaporation of a multicomponent droplet in stagnant gas.  In their 

study they found that Stefan flow played an essential role in modeling a multicomponent fluid.  

Using the ordinary mass, volume, and energy differential equations for evaporation they were 

able to use a concentration-temperature phase diagram for the analysis of droplet behavior.  

Results were presented for both two- and three-component droplets; however, in the derivation 

they used an effective mass diffusion coefficient for the liquid mixture instead of progressing 
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with a mass diffusion matrix and respective matrix equation model to account for changes in 

mass diffusivity over time.   

Lehtinen et al. (Lehtinen et al., 1998) studied the condensation and/or evaporation of a 

multicomponent droplet.  Their models were based on the elimination of the droplet surface 

temperature from the quasi-steady-state multicomponent mass and heat transfer equations of 

Newbold and Amundson (Newbold and Amundson, 1973).  Under conditions in which Stefan 

diffusion was negligible the results were practically identical.  However, in cases where the 

vapor pressure and mass transfer rates were high and the temperature difference between the gas 

and droplet large, there was a significant error associated with attempts to linearize the Clausius-

Clapeyron equation, showing that a closed-form analytical solution to the multicomponent mass 

fluxes is possible.  Once again in this work they continued to use the effective mass diffusion 

coefficient instead of a mass diffusion matrix approach to account for multicomponent mass 

transfer. 

In 1976 Krishna and Standart (Krishna and Standart, 1976) first incorporated an 

expression for calculating multicomponent gas phase mass transfer coefficients by using an exact 

matrix method of solution to the Maxwell-Stefan equations.  They compared their exact matrix 

method with linearized theory approach of Stewart and Prober (1964) and Toor (1964) which 

basically assumes that the matrix of diffusion coefficients [D] stays constant across the film.  The 

comparison highlighted the inadequacies of the linearized theory approach for an example of an 

acetone and benzene droplet through a stagnant helium gas.  In 1979 Krishna (1981) developed 

an alternate linearized theory of a non-iterative procedure for the calculation of the component 

molar fluxes for use in the prediction of multicomponent mass transfer.  This procedure consists 

in assuming that the product of the bootstrap matrix known as [β] and the matrix of Fickian 
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diffusion coefficients [D] is constant along the diffusion path.  However, in his discussion he 

emphasizes that there is no theoretical or experimental reason to suppose that the product of [β] 

and [D] is any less constant than the matrix [D].  

In 1991 (Aggarwal and Chen, 1991) and again in 1997 (Chen et al., 1997) investigations 

considered the dynamics and vaporization of both a pure and multicomponent fuel droplet in a 

laminar flow field.  They considered the cases of evaporating droplets in a relatively low-

temperature environment.  Under these conditions the time scale associated with the rate of 

change of droplet size was not small compared with that of the transient liquid-phase process, 

unlike cases under high-temperature conditions.  The theoretical and experimental study of the 

gasification behavior of a liquid droplet was done by using three different mathematical models: 

thin-skin, diffusion-limited, and infinite-diffusion.  Again however, these models were all based 

on an effective mass diffusion constant.  Nonetheless, results were obtained for hexane, decane, 

and a mixture of hexane and decane.  For each case the predictions of the three vaporization 

models are compared with the experimental measurements.  Their findings were that the 

vaporization behavior of a multicomponent fuel droplet is better simulated by the infinite-

diffusion model.  However, deviation between the infinite-diffusion and diffusion-limited models 

was not very significant, compared to the deviation seen by the thin-skin model.   

In 1993 Taylor and Krishna published their in-depth coverage of multicomponent mass 

transfer.  From this work the methodology of using a mass transfer matrix [D] instead of 

previously used binary mass transfer coefficient scalar to describe the transport phenomena in a 

two-phase multicomponent system was developed. 

Despite the abundance of research focused on spray drying, evaporation of drops 

containing solids, spray combustion, and droplet vaporization, very few studies have analyzed 
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the evaporation of a binary droplet in a multicomponent system (Krishna and Standart, 1976).  

There is an absolute need to understand the unique transport phenomena seen in multicomponent 

liquid-phase mass transfer.  In addition, both theoretical and experimental analysis is needed to 

fully characterize and understand the phenomena.  With such work more progress can be made in 

improving heat and mass transfer capabilities in spray cooling and other applications. 
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CHAPTER 3: MODELING MULTICOMPONENT EVAPORATION 

 

3.1 General Equations 

 

The objective of this study is to model the changing vapor composition of a pure and 

binary evaporating droplet in a well-mixed gas environment.  The model will be capable of 

predictions for systems of one or two liquid (and vapor) species and a single non-condensable 

gas species.  The goal is to provide an accurate prediction of both pure and binary liquid 

evaporation under ambient pressure and temperatures ranging from 20oC - 40oC.  However, with 

validation the model will be capable of predictions beyond the tested temperatures and pressures. 

 

3.1.1 Assumptions 

 

The model assumes up to a three-component system in which one of the components is 

non-condensable and insoluble in the liquid phase.  In this case the non-condensable was either 

air or nitrogen, depending on the experiment.  The gas phase is assumed to be well-mixed with 

isolated, spherical liquid droplets falling vertically through the gas.  It is assumed for both the 

liquid and vapor phase that there is no temperature or composition gradient within the phase.  

According to Landis and Mills (1974) the assumption of a well-mixed liquid phase is acceptable 

at lower temperatures (< 600K).  Two independent system models are developed, one assumed 

an isobaric (or open system), while the second assumed a closed system.  Both models can be 
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run with nitrogen or air as the non-condensable vapor species.  The use of both of these models 

is necessary to capture the full range of test conditions.   

The vapor phase is assumed to be ideal since >99% volume was air or nitrogen and the 

operating temperature and pressure remained near ambient.  In addition, non-ideal gas behavior 

is characterized by system temperatures >100psi and reduced temperatures <0.8.  In this research 

system pressures never exceeded 14 psi and reduced temperatures were >1.5.  However, the 

liquid phase solution is considered non-ideal since distinctly different components (ethanol and 

water) made up the liquid droplet.  This non-ideal solution behavior is taken into account in the 

modified Raoult’s Law by the inclusion of activity coefficients for each component.  Tabulated 

properties, such as liquid density, vapor density, liquid viscosity, vapor viscosity, liquid heat 

capacity, vapor heat capacity, and thermal conductivity, are used to generate temperature 

dependent curve-fits over temperature ranges which included 20oC - 40oC.  Both liquid and 

vapor property calculations use a composition weighted-average in determining the mixture 

properties.  In the case where experimental values are not available, such as ethanol-water gas 

diffusivity, ethanol-nitrogen gas diffusivity, and water-nitrogen gas diffusivity, the Chapman-

Enskog correlation (Bird et al., 2002) was used to approximate the binary diffusivity 

coefficients.   

By assuming all droplets are spherically symmetric with uniform initial temperature and 

composition it is determined that droplets had an average diameter of approximately 60 µm 

regardless of composition and droplet frequency.  Were droplet frequency was adjusted between 

25 drops/second and 1000 drops/second.  The average droplet diameter is determined by an 

experiment where a known number of droplets were dispensed into a pre-weighed container, and 

then the liquid mass and density of the fluid is used to determine an average droplet size.  
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where pd is the average droplet diameter, lρ is the liquid density, Freq is the total number of 

droplets dispensed, and totalW is the total measured fluid mass.   

If the assumption of uniform initial temperature and composition from droplet to droplet 

is not made, it would be necessary to determine a method of measuring each individual droplet’s 

initial temperature and composition.  By assuming spherically symmetric droplets, and that 

droplets remained spherical throughout flight, we are able to proceed with a 1-dimensional mass 

and heat transfer model.  Due to the relatively large average droplet size, increased pressure 

effects inside the drop (theory of corrected pressure) due to droplet curvature can be neglected.  

Droplet sizes that are significantly affected by internal pressure are typically on the order of 

droplet diameters md p
10101 −×≤ . 

 The MATLAB numerical program developed uses a numerical ordinary differential 

equation (ODE) solver for the initial value problem (IVP).  The stiff integrator, ode15s, is chosen 

as an implicit, multi-step numerical differentiation solver of varying order (1st-to 5th-order), for 

its ability to solve stiff problems that require moderate accuracy.  The infinite-diffusion 

unsteady-state theory is chosen as the mass transfer model, so that an arbitrary film thickness did 

not have to be calculated.  The Ranz-Marshall correlation is used to relate the Nusselt number 

and the heat transfer coefficient.  Since the gas phase was assumed ideal the Maxwell-Stefan 

diffusion coefficients are equal to the Fickian diffusion coefficients.  The diffusion matrix is 

assumed spatially constant but changed temporally due to liquid-phase temperature and 

composition changes.  In order to relate molar diffusion flux to molar flux the Stefan diffusion 

bootstrap method is used since the method assumed a non-condensing component. 
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3.1.2 Diffusion Theory 

 

In an infinite-diffusion (surface renewal or penetration) model, the inherent assumption is 

that the internal fluid circulation is so fast that the droplet temperature and composition are 

maintained spatially uniform, though still temporally varying.  In the surface renewal model, 

fluid elements (or eddies) arrive at the interface from the bulk fluid phase and reside at the 

interface for a period of time, ept , the exposure time.  During the exposure time mass exchange 

takes place with the adjoining vapor phase by a process of unsteady-state diffusion, where the 

diffusion process is purely molecular.  After exposure the fluid element returns to the bulk fluid 

phase and is replaced by fresh eddies.  The vaporization process is expected to resemble that of 

batch distillation.  The temporal variations of droplet composition and temperature are 

determined from the overall mass and energy conservation equations.   

In diffusion-limited (or effective diffusivity) models, both temperature and composition 

gradients occur inside the droplet.  The transient heat and mass transport in the liquid are 

assumed to be governed by the unsteady heat and mass diffusion equations.  Since the droplet is 

evaporating, the diffusion field has a moving boundary.  In this liquid heating model there is a 

spatially transient liquid phase process which is not present in the infinite-diffusion model. 

The thin-skin model is based on the assumption of a high liquid Lewis number and a high 

droplet evaporation rate.  Under these conditions, we may assume that the droplet surface 

temperature and concentration distributions remain constant.  The thin-skin model is an 

extension of the single-component 2d law to the multicomponent case.   
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In a film model, all the resistance to mass transfer is assumed to be concentrated in a thin 

film adjacent to the phase boundary.  Mass transfer occurs within this film by steady-state 

molecular diffusion.  In the bulk fluid, the level of mixing is so high that all composition 

gradients are eliminated.  The thickness of this hypothetical film is in the range of 10-100µm for 

liquid phase transport (Taylor and Krishna, 1993).  The diffusion process is fully determined by 

the one-dimensional steady-state form of the continuity equation in terms of molar flux. 

 

3.1.3 Property Calculations 

 

 Pure fluid properties and constants for ethanol, water, air, and nitrogen are determined by 

curve fitting published data over a general temperature range of 250K-420K.  In some cases the 

temperature ranges varied but all ranges included the key operating temperatures of 290K-320K. 

Pure fluid property equations, their temperature range, and reference are located in section A.4. 

 Average properties are used when a multicomponent liquid or vapor phase property is 

needed.  In most cases these average properties, denoted byQ , were simple weighted averages.  

For example, 332211 qQqQqQQ ++= , where iQ is the calculated pure property of component 

i and iq  is the mass or mole fraction of component i in the mixture. 

 

3.1.4 Chapman-Enskog Theory 

 

Chapman-Enskog Theory for low density gases is used to approximate the binary 

diffusivity coefficient for ethanol-water, ethanol-nitrogen, and water-nitrogen.  (Bird et al., 2002) 
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where K
J231038066.1 −×=κ  is Boltzmann’s constant, iMW is the molecular mass of 

component i , ijΩ  is the Lennard-Jones collision integral for diffusion which is a function of 

dimensionless temperature: 

ij

T
ε
κ

       (3.2) 

T is temperature in K, and ijε  is the Lennard-Jones parameter.   

jiij εεε =       (3.3) 

ijσ  is the Lennard-Jones molecular diameter, defined: 

( )jiij σσσ +=
2
1

     (3.4) 

Values for ethanol, water, air, and nitrogen are located in the appendix section A.4.1 

 

3.2 Vapor Liquid Equilibrium (VLE) 

 

An important assumption is that VLE exists between the droplet-vapor interfaces, thereby 

assuming minimal resistance to mass transfer via a thin film.  The equilibrium mole fraction of 

the gas-phase at the liquid-vapor interface is calculated by knowing the liquid phase mole 

fraction and using Raoult’s law: 

sat
iii PxPy =       (3.5) 
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where P  is the total pressure, iy is the vapor phase mole fraction of component i , ix  is the liquid 

phase mole fraction of component i , and sat
iP is the vapor pressure of the pure species i  at the 

temperature of the system.  Since P  is defined as: 

�=
i

sat
ii PxP       (3.6) 

We can re-write Raoult’s law for a binary system as: 

sat
jj

sat
ii

sat
ii

i
PxPx

Px
y

+
=       (3.7) 

 However, the above form of Raoult’s law makes two assumptions: the vapor phase is an 

ideal gas, and the liquid phase is an ideal solution.  The first assumption means that Raoult’s law 

can apply only for low to moderate pressures.  In the case of this study, an ideal gas is an 

appropriate assumption since pressures will not exceed ambient pressure.  The second 

assumption implies that it can have approximate validity only when the species that comprise the 

system are chemically similar.  

 When at low to moderate pressures and when the liquid phase can no longer be assumed 

ideal a more realistic equation for VLE results when the second major Raoult’s law assumption 

is abandoned, and the liquid phase non-ideality is accounted for by a factor, iγ , inserted into 

Raoult’s law. 

sat
iiii PxPy γ=       (3.8) 

iγ is known as the activity coefficient, and is a function of temperature and liquid-phase 

composition, but ultimately based on experiments.  In the case of a non-ideal solution P  can be 

defined as: 

�=
i

sat
iii PxP γ      (3.9) 
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 Therefore, the modified Raoult’s law can be written for a binary system as: 

sat
jjj

sat
iii

sat
iii

i
PxPx

Px
y

γγ
γ
+

=      (3.10) 

 The vapor pressure of the pure species i at the temperature of the system, sat
iP , is 

determined by the Antoine equation where Ψ′ , Ψ ′′ , and Ψ ′′′  are the Antoine coefficients and 

are specific for each component.  

�
�

�
�
�

�

+Ψ ′′′
Ψ ′′

−Ψ′
= Tsat

iP 10       (3.11) 

 The Antoine equation is a relatively simple empirical equation that correlates vapor 

pressure – temperature data extremely well. 

The Van Laar equation is used in determining iγ for calculating the non-ideal liquid 

vapor equilibrium at the droplet gas interface.  In the binary case the Van Laar equation requires 

two binary interaction parameters 12Ε  and 21Ε .  Interaction parameters are specific for each 

binary component pair.  The Van Laar equation is as follows: 
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values for ethanol and water are located in the appendix section A.4.2. 

 

3.3 Conservation Equations 

 

 The current model is based on an unsteady-state, one-dimensional analysis of mass and 

energy change in an isolated falling liquid droplet in a well-mixed gas.   
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3.3.1 Conservation of Mass 

 

The mass change of component i over time in one droplet is: 

ip
i Nd

dt
dm

⋅⋅−= 2π      (3.13) 

where im is the number of moles of component i , t  is the model time, and iN is the molar flux 

of component i with respect to a stationary reference.   

 

3.3.2 Conservation of Energy 

 

The average temperature change of one droplet over time is the summation of latent and 

sensible heat. 

( ) ( ) ( )
lp

p
lv

l

cMM

d
TT

dt
dT

⋅+
⋅

⋅−−−⋅=
21

2

21

π
λλα    (3.14) 

Where lT is the liquid droplet temperature, vT is the vapor temperature, iM is the mass of 

component i  in a droplet, 
lpc  is the liquid heat capacity of the droplet, iλ is the latent heat of 

component i , and α is the heat transfer coefficient calculated from the Ranz-Marshall correlation 

for convective heat transfer between a droplet and the vapor.  

pd
Nu µα ⋅=       (3.15) 

where µ is the liquid mixture thermal conductivity, and Nu  is the Nusselt number, defined by 

the Ranz-Marshall correlation as: 

3
1

2
1

PrRe6.02 ⋅+=Nu     (3.16) 
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where Re  is the Reynolds number, 

v

ppv ud

η
ρ ⋅⋅

=Re      (3.17) 

and Pr is the Prandtl number, 

v

vpv
c

µ
η⋅

=Pr      (3.18) 

pu is the velocity of the droplet,  vη  is the dynamic vapor viscosity, vµ is the vapor thermal 

conductivity.  To calculate the energy equation, the latent heat for each component was needed.  

However, since latent heat is defined from a temperature difference and an arbitrary reference 

temperature, refT , was chosen as the initial temperature.  The numeric value of refT is 

insignificant since the value merely acts as a constant found for all evaporating components.  The 

component latent heat is calculated from the following equation: 

( )( ) massi
ref

vp
ref

i NTTcH
vi ,,

−+∆=λ     (3.19) 

where massiN , is the mass flux of component i  with respect to a stationary reference, refT  is the 

reference temperature, and H∆ is the change in enthalpy.  Similar to the calculation of latent 

heat, H∆ requires a difference between the enthalpy at two different temperatures.  Below are 

the corresponding equations to calculate the change in enthalpy for each evaporating component. 

( ) ( )ref
i

vap
i

vap
i

ref
i THTHHH −+∆=∆    (3.20) 

( ) dTcTH
vap

vi

T

p
vap

i �=
0

,
 is the enthalpy at vapT    (3.21) 

( ) dTcTH
ref

vi

T

p
ref

i �=
0

,
is the enthalpy at refT     (3.22) 
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The energy conservation equation on the vapor side is more simplistic, where the average 

temperature change of the vapor space over time is directly calculated from the energy change in 

one droplet over time as follows: 

( )
v

l

p
total
v

plv

cM

cMM

dt
dT

dt
dT

⋅
⋅−

−= 21     (3.23) 

where total
vM  is the total mass of vapor in the evaporation chamber. 

vvv
total
v MMMM ,3,2,1 ++=     (3.24) 

 

3.4 Surface Renewal Models 

 

 Surface renewal theory models fluid elements (or eddies) as arriving at the interface from 

the bulk fluid phase and residing at the interface for a period of time.  During this exposure time 

mass exchange takes place between the liquid and vapor phase by unsteady-state diffusion.  

After exposure time the fluid element returns to the bulk liquid phase and is replaced by another 

fluid element from the bulk liquid.   

The governing differential equations for unsteady-state diffusion process by the fluid 

element during its exposure time at the interface can be written as: 

0=
∂

∂
+

∂
∂

z
N

t
y

c iitotal      (3.25) 

where z represents the direction coordinate for diffusion and totalc  is the total vapor 

concentration and iy is the mole fraction.  Summing the above equation for all species in the 

mixture gives: 

0=
∂

∂
z

N total

     (3.26) 
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from which we can conclude that the total mixture flux totalN , is not a function of position z  and 

only dependent on time.  Before the start of the diffusion process in each liquid droplet we have 

a uniform bulk composition, leading to the initial condition: 

bii yytz ,         0         0 ==≥      (3.27) 

The boundary condition, at the liquid vapor interface, is assumed to be the equilibrium 

vapor composition based on the well-mixed bulk liquid composition after each fluid elements 

diffusion process, providing the boundary condition: 

eii yytz ,         0         0 =≥=      (3.28) 

The classic penetration model of Higbie (1935) is based on the assumption that all the 

fluid elements reside at the interface for the same length of time.  The surface age distribution for 

this model leads to the average mass transfer coefficient: 

[ ] [ ]
ept

D
k

 
2

2/1

π
=       (3.29) 

where [ ]k  is the matrix of binary mass transfer coefficients.  [ ]D  is the matrix of binary diffusion 

coefficients and will be discussed further in section 3.6 and is defined in Equation 3.60. 

 

3.5 Mass Transfer Coefficients  

 

 The development for multicomponent mixtures is best carried out in the book by Taylor 

and Krishna (Taylor and Krishna, 1993). The following equations are heavily based from their 

work in which case ( )1−n  dimensional matrix notation is used, where n is referred to as the total 
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number of components.  We, therefore, define a matrix of finite flux mass transfer coefficients 

[ ]•k  by 

( ) ( ) ( ) [ ]( ) [ ]( )ykcyykcNyNJ total
e

totaltotal ∆=−=−= ••      (3.30) 

The finite flux coefficients are related to the zero-flux or low-flux coefficients by a matrix 

equation of the form 

[ ] [ ][ ]Ξ=•  kk      (3.31) 

where [ ]Ξ  is a matrix of correction factors and ( )J  is the vector matrix of molar diffusion flux 

relative to molar average velocity.  The calculation of the mass transfer coefficient matrices and 

the correction factor matrices for a multicomponent system can be sensitive to the mass transfer 

model chosen.  In Equation 3.30 we define ( )1−n  by ( )1−n elements of the mass transfer 

coefficients with the help of ( )1−n linear equations.  It follows that the elements •
ijk  are not 

unique; that is, another set of these coefficients can also lead to the same value of the fluxes iN .  

Put another way, making mass transfer measurements in a multicomponent system for the fluxes 

iN and iy∆  does not uniquely determine the values of the mass transfer coefficients.  A large set 

of measurements of iN and iy∆ will be necessary to obtain a set of coefficients.  In practice, a 

slightly different method is used, in which values of the multicomponent mass transfer 

coefficients are predicted from binary mass transfer correlations, using as a basis, the generalized 

Maxwell-Stefan equations.   
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3.5.1 Interaction Effects 

 

 Taking a look at the diffusion interaction effects with the help of Equation 3.30 and 

Equation 3.31, rewritten for a ternary system. 

( ) [ ]( ) �
	



�
�



∆
∆

�
	



�
�


=∆= ••

••
•

2

1

2221

1211

y
y

  
kk

kk
cykcJ totaltotal     (3.32) 

where 

[ ] [ ][ ]

�
	



�
�



Ξ+ΞΞ+Ξ
Ξ+ΞΞ+Ξ

=

�
	



�
�



ΞΞ
ΞΞ

�
	



�
�


=Ξ=•

2222122121221121

2212121121121111

2221

1211

2221

1211

       

  

kkkk

kkkk

kk

kk
kk

   (3.33) 

Therefore, 

2221212

2121111

ykcykcJ

ykcykcJ
totaltotal

totaltotal

∆+∆=

∆+∆=
••

••

    (3.34) 

 Since, in general, •
12k , •

21k , •
11k , •

22k , and mole fractions 1y∆  and 2y∆ can take on any sign, 

depending on the physical constraint imposed on the system, we could encounter any one of the 

following situations. 

1. Osmotic diffusion (Toor, 1957) is when even though the constituent driving force 1y∆  is zero, 

there could be a non-vanishing 1J .  Or in other words there could be a diffusion flux of 

component 1 even in the absence of a composition gradient for component 1. 

0       0 11 =∆≠ yJ      (3.35) 

2. A diffusion barrier is considered to exist for component 1 (Toor, 1957) if under a certain set of 

operating conditions and system properties the term 212 yk ∆•  may be of  the same magnitude and 
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of opposite sign to 111 yk ∆•  leading to species 1 not diffusing at all despite a composition gradient 

for species 1. 

0       0 11 ≠∆= yJ      (3.36) 

3. Species 1 experiences reverse diffusion (Toor, 1957) in the case that the term 212 yk ∆•  is larger 

and of opposite sign than 111 yk ∆•  giving rise to the possibility of species 1 diffusing in a direction 

opposite to that indicated by its own concentration gradient. 

0
1

1 <
∆y
J

     (3.37) 

 The ratio of the driving forces 
2

1

y
y

∆
∆

 plays an important role in enhancing diffusion 

interaction effects in multicomponent mass transfer.  Thus, a small cross-coefficient •
12k  may be 

linked to a large 2y∆ , resulting in large interaction effects. 

 

3.6 Boot-Strap Problem 

 

  Methods for estimating the low flux mass transfer coefficients [ ]k  and calculating the 

high flux coefficients [ ]•k  in order to calculate the diffusion fluxes iJ and the all important 

molar fluxes iN  are needed.  iN  is needed because it is these fluxes that appear in the material 

balance equations.  Therefore, even if iJ  is known the molar fluxes iN  can not immediately be 

calculated because all n of these fluxes are independent, whereas only ( )1−n of the iJ  are 

independent.  One other piece of information is needed to calculate iN ; this additional 

relationship is dictated by the context of the particular mass transfer process.  The problem of 
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determining the iN  knowing the iJ  is referred to as the bootstrap problem.  There are several 

special cases of the bootstrap problem.  

 Equimolar counter diffusion (or mass transfer) is when the total molar flux vanishes and 

the component molar fluxes iN  equal the corresponding molar diffusion fluxes iJ  for all species 

of the mixture. 

( )0      == total
ii NJN      (3.38) 

 In multicomponent distillation the total flux totalN vanishes if the molar latent heats are 

assumed equal, then the total flux can be written as: 

�
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=∆
n

i
iiN

1

0λ      (3.39) 

 In the cases of condensation mixtures the ratio of the component molar flux iN to the 

total flux totalN are specified as the flux ratio, total
i

i N
N=ς ,  or when reaction stoichiometry 

dictates the flux ratios, the flux simplifies to: 

total
ii NN ς=       (3.40) 

Then the following relationship between iN and iJ  can be established. 
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      (3.41) 

 Stefan diffusion is known as the case of mass transfer in a mixture where one component 

has a zero flux.  This situation is very common for condensation in the presence of a 

noncondensing gas, evaporation in the presence of a noncondensing gas, or in absorption where 

one of the components of the gas stream is insoluble in the absorbing liquid and therefore has a 
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zero flux.  In our case we have both the condensation and the evaporation in the presence of a 

noncondensing gas (air or nitrogen). 

 The component with zero flux is denoted as species n.  Thus, 

0=+= total
nnn NyJN      (3.42) 

The total molar flux totalN is, therefore, given by 

n
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y
J
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=       (3.43) 

Thus, the relation that allows the calculation of the nonzero iN  from iJ  is 
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     (3.44) 

 The general bootstrap expression is derived as follows, where the generalized 

determinacy condition is written in the form 

�
=

=
n

i
ii N

1

0ϖ       (3.45) 

where the iϖ  can be considered to be the determinacy coefficients.  To relate iN to iJ  we 

multiply Equation 3.44 by iϖ  and then sum over all species to obtain, 
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0ϖϖ      (3.46) 

At this point the total flux totalN  can be expressed in terms of the diffusion fluxes as 

���
−

===

Λ−=�
�

�
�
�

�−=
1

111

n

k
kk

n

i
ii

n

i
ii

total JyJN ϖϖ     (3.47) 

where the coefficients kΛ are the determinacy coefficient parameters defined by 
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Finally, totalN can be substituted to obtain 
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k
kiki JN β        (3.49) 

where ikβ  , the bootstrap coefficients are defined as 

kiikik y Λ−≡ δβ       (3.50) 

where ikδ  is the Kronecker delta. 

 For Stefan diffusion we make all the iϖ  zero except for one which has to have a value of 

one.  In which case Equation 3.50 simplifies to  

n

i
ikik y

y
+≡ δβ        (3.51) 

Where the bootstrap matrix [ ]β  can be written for the ternary case as 
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Therefore, the required molar flux expression is as follows 

( ) [ ]( )JN  β=       (3.53) 
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3.7 Binary Diffusion Coefficient Matrix 

 

For ideal gases [ ] [ ] 1−= BD , where          (3.54) 
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is the matrix of binary diffusion coefficients for each binary component pair.  The matrix [D] is a 

( )1×n dimensional square matrix.   [B] is the matrix function of inverted binary diffusion 

coefficients and is also a ( )1×n dimensional square matrix. 
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 In the case of this research 3=n (ethanol =1, water =2, and air =3), therefore, [D] and 

[B] are both ( )22x dimensional matrices of the form 
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where exact values for the binary diffusion coefficient pairs are located in the appendix A.4.1. 

 For the case of a non-ideal system the relation between the matrix of Fick diffusion 

coefficients and Maxwell-Stefan diffusion coefficients is 

[ ] [ ] [ ]Γ= −1BD       (3.61) 

where [ ]Γ is the thermodynamic factor matrix.  [ ]Γ  is calculated using the Van Laar activity 

coefficient model for a binary system 
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Solving for 
j

i

x∂
∂ γln

from the Van Laar model yields a thermodynamic factor matrix, for a 

ternary system of the form 
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where the 
j

i

x∂
∂ γln

are defined as follows: 
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 3.8 Toor-Stewart-Prober Formulation 

 

 The solution to the linearized equations is a special case of an exact solution of the 

Maxwell-Stefan equations.  The non-linear continuity equation for multicomponent diffusion can 

be written as  

( ) ( )( ) [ ] ( )( )xDcxN
t
c totaltotal ∇⋅⋅∇=⋅⋅∇+

∂
∂

   (3.66) 

where ( )c  is the matrix vector of component concentrations.  The non-linear equation above 

represents a set of ( )1−n coupled partial differential equations.  The basis of the method put 

forward by Toor (1964) and by Stewart and Prober (1964) is the assumption that totalc  and [ ]D  

can be considered constant.  With these assumptions Equation 3.66 can be reduced to 

( ) ( )( ) [ ] ( )xDcxN
t
x

c totaltotaltotal 2∇⋅=⋅⋅∇+
∂

∂
   (3.67) 

For the multicomponent penetration model, the following expression for the matrix of 

mass transfer coefficients is obtained: 

[ ]=•k [�] [ ] ˆ •k [�]-1     (3.68) 

where [�] is the modal invertible matrix whose columns are the eigenvectors of [ ]D , [�]-1 is the 

inverse of the modal invertible matrix, and [ ]•k̂  is a diagonal matrix whose nonzero elements are 

the eigenvalues of [ ]•k  
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iii kk Ξ=• ˆˆˆ       (3.69) 
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These are the eigenvalues of [ ]•k  the matrix of mass transfer coefficients, [ ]Φ  the mass transfer 

rate factor, and [ ]Ξ  the high flux correction factor matrix, respectively.  

 The matrix of mass transfer coefficients can be determined by: 
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where [ ]I is the identity matrix.  Equation 3.73 may be expanded as follows: 
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 Equation 3.68 serves as a starting point for computing the mass transfer coefficients and, 

hence, the molar fluxes.  

 

3.9 Solution Algorithm 

 

Using Equation 3.59 calculate the matrix of Fick diffusion coefficients [ ]B  and then from 

Equation 3.60 calculate the Maxwell-Stefan diffusion coefficient matrix [ ]D  while assuming an 

ideal gas.  Once the diffusion coefficient matrix is known the eigenvalues iD̂ can be determined. 

Using Equation 3.70, and first assuming [ ] [ ]I=Ξ , calculate eigenvalues ik̂ of the mass 

transfer matrix [ ]k .  At this point, from knowing the mass transfer matrix eigenvalues the mass 

transfer matrix [ ]k  can be determined from substitution of Equation 3.31 into Equation 3.73.   

Next, calculate [ ]β  from Equation 3.52 while using the equilibrium vapor mole fractions 

corresponding to the liquid droplet mole fractions. 

The molar diffusion flux matrix ( )J  is then calculated from Equation 3.32, with the initial 

guess that [ ] [ ]I=Ξ .  The molar flux matrix ( )N  can then be calculated with the use of Equation 

3.53, and the total molar flux, totalN , is calculated from the Stefan diffusion bootstrap relation 

found in Equation 3.44.  However, the equation needs to be solved in terms of the liquid mole 

fractions, total
iii NxJN += .  Once all the molar fluxes are known totalN can be determined by 

summing all the component molar fluxes noting that 3N  (corresponding to the non-condensable 

component) is zero.  
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Now that an initial estimate of molar flux has been made, the next step is to calculate iΦ̂  

for each diffusing component from Equation 3.71.  Then new values of iΞ̂  can be calculated for 

each diffusing component using Equation 3.72.  With a new high flux correction it is necessary 

to calculate a corresponding value of •
ik̂ for each diffusing component using Equation 3.69.  

From the eigenvalues, use Equation 3.73 to determine the new matrix [ ]•k .  Finally, repeat the 

above process from the calculation of ( )J  with Equation 3.32 through the calculation of [ ]•k  

until convergence of the molar flux matrix is met.  In our case the convergence was set at 

16
11 10−=− newold NN  and 16

22 10−=− newold NN . 
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CHAPTER 4: MATERIALS AND METHODS 

  

The difficulty in validating a multicomponent fluid evaporation model, is obtaining the 

necessary measurements.  A Particle Image Velocimetry/Planar Laser-Induced Fluorescence 

(PIV/PLIF, from TSI) can be used to measure in-flight liquid droplet and vapor composition, 

however, this equipment would still only provide a volume average analysis, and was not 

available for use while research was in progress.  As research progressed it was determined that 

there really is no such analysis tool available for in-flight monitoring of multicomponent 

concentrations, while this did not prove to be a stopping point in the present research, it did 

pinpoint the need for development of capable equipment.  It was possible, however, to use a 

Fourier Transform Infrared (FTIR) Spectrometer to analyze a stationary vapor composition along 

the path of the Infrared beam, and thermocouples to monitor system temperatures.   

Knowing the rate of increase or decrease of ethanol and water in the vapor space, and the 

temperature trend, it is possible to estimate the average rate of evaporation or condensation of 

each component per droplet.  More precisely, the evaporation process will progress as a changing 

rate of evaporation; as the vapor composition approaches the equilibrium state (defined by the 

vapor temperature, vapor initial composition, and inlet liquid composition) the rate of 

evaporation will decrease.   

Since the liquid inlet temperature and liquid inlet composition will remain constant 

throughout each experiment and the vapor composition and vapor temperature will only be 

affected by the successive evaporation of individual droplets and ambient heat transfer, it is 

reasonable to assume that the final steady state should be the vapor-liquid equilibrium (VLE) 

associated with the final vapor temperature, pressure, and initial liquid composition.  Due to the 
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small size of the droplets in comparison to the total vapor space volume, this transition to 

equilibrium will be very slow; this is why an experimental system has been designed to allow for 

drop-on-demand droplet frequencies upwards of 1000 drops/second.  It is the goal that by 

increasing the droplet frequency we minimize the experiment duration while still capturing the 

concentration trend.  Figure 2 is a block diagram of the experimental design; the dashed blue 

lines represent the flow of data or signals, and solid red lines represent the flow of power. 

 

Figure 2: Block Diagram of Experiment Design 
 
 

4.1 Experimental Apparatus Design 

 

Several detailed drawings of the experimental apparatus can be found below in Figure 3, 

Figure 4, and Figure 5.  The experimental apparatus structure consists of an evaporation chamber 

and a liquid recovery chamber, both manufactured out of 6061 Aluminum Alloy.  Additional 

critical equipment/parts associated with the design include: an ActivePipette (pico-pipette), a 
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fluid delivery system and signal driver, inlet/outlet vapor ports, ZnSe (Zinc-Selenide) view 

windows, T-type thermocouples and data acquisition system, and thin film heaters and power 

supply.   

 

Figure 3: External Sketch of Experimental Apparatus 

 
Figure 4: Internal Sketch of Experimental Apparatus 
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Figure 5: Top-Side View of Experimental Apparatus 
 

The ActivePipette is mounted into the top of a curved-cubical evaporation chamber with 

the nozzle tip located inside the evaporation chamber (seen in Figure 3 through Figure 5).  The 

pipette injects droplets into the center of the evaporation chamber, the droplets the free-fall 

vertically while evaporating before passing between the evaporation chamber and liquid 

reservoir chamber and settling in the liquid reservoir chamber.  Tests were conducted to verify 

that the evaporating droplet path was consistently straight, thus eliminating the chances of liquid 

accumulation at the bottom of the evaporation chamber.   

Figure 6 shows a sketch of the ActivePipette.  Attached to the ActivePipette is the fluid-

delivery-system (Figure 7).  The fluid-delivery-system consists of a reservoir bottle, 2 µm 

solvent filter, priming syringe, air tube, 3-way valve, fluid supply tube, and electrical signal 

connection.   
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Figure 6: Sketch of ActivePipette 
 
 

The evaporation chamber is built with two inlet/outlet vapor ports for purging purposes 

(nitrogen or dry air, as needed).  One vapor port is located on the evaporation chamber lid while 

the other is located along the bottom 1/3rd of the evaporation chamber.  This arrangement is to 

allow for better circulation of the purging gas than if both ports were located on the chamber lid.   

Thus vapor can be pumped into the side vapor port while simultaneously a vacuum is being 

pulled on the top vapor port.  Purging is used to evacuate the evaporation and liquid recovery 

chambers of any trace of water or ethanol vapor.  In other words, purging is only used when both 

the initial water vapor and the initial ethanol vapor concentrations in the chamber vapor space 

need to be zero.   

A 0-30pisa pressure transducer is threaded into the lid of the evaporation chamber so that 

internal pressure can be monitored.  The fitting was built in such a way that the pressure 

transducer can be removed and replaced with a pressure relief valve (PRV).  While the PRV was 

never used in this research it is possible that future work may require its use. 
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Glued into place, on opposite sides of the evaporation chamber, are two ZnSe crystal 

FTIR view windows (perpendicular to droplet flight).  These windows allowed for an air-tight 

seal while enabling the FTIR to measure concentrations within the chamber.   

Three T-type thermocouples are used to monitor vapor temperature within the 

evaporation chamber vapor space, and one T-type thermocouple is used to monitor the ambient 

lab temperature.   

Located around the full inner circumference of the evaporation chamber are three thin 

film Kapton heaters.  The heaters varied in length and resistance to accommodate their 

placement between the ZnSe windows and vapor port.  Heaters are arranged in parallel to 

minimize the quantity of wires protruding through the chamber.   

The liquid recovery chamber is attached directly to the bottom of the evaporation 

chamber and opposite from the pico-pipette inlet.  With the exception of a single vertical trough 

(0.55 inch diameter and 0.646 inch depth) located at the center of the chamber, the liquid 

recovery chamber is a solid piece of 6061 Aluminum Alloy.  The design of the trough was two-

fold, to minimize any secondary liquid evaporation which may have occurred due to un-

evaporated droplets, while still recovering 100% of un-evaporated droplets.  Visual verification 

of 100% non-evaporated liquid accumulation was satisfied in each experiment with the presence, 

if any, of liquid at the bottom of the liquid reservoir but no liquid accumulation along the bottom 

of the evaporation chamber.  
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4.1.1 FTIR and OMNIC Interface 

 

 The FTIR (Nicolete 4700 from Thermo Electron Corporation) will enable single point 

analysis of the vapor space composition.  Changes will be seen as a result of each successive 

droplet’s total mass loss/gain to due to evaporation/condensation while in the chamber.  This 

single point is actually more like a constant line segment through the vapor volume.  Since the 

FTIR measures the absorbance of light through the entirety of its beam length, the concentration 

is actually an average concentration measurement within the chamber along the beam path.  This 

point of analysis will always remain constant throughout an experiment run, and the ambient 

vapor concentration will not factor into the measured concentration since a background scan is 

always taken at the beginning of each experiment and its result is subtracted from the absorbance 

measurement.  The evaporation chamber and assembly will be located within the FTIR so that 

the IR beam can be passed through the evaporation chamber via the two ZnSe windows.  Since 

the FTIR measures the absorbance at specific wavelengths it is necessary to calibrate with known 

concentrations of water and ethanol so that a correlation between absorbance and concentration 

for the desired wavelengths can be determined.  See section 5.2.3 for more information on Beer’s 

Law and correlating absorbance to concentration.  Section A.5.4 contains data and figures 

regarding the absorbance - concentration calibration in Figures 74 through Figure 70.   

 ZnSe windows (Zinc Selenide windows from Thermo Electron Corporation) are chosen 

because they are not affected by moisture vapor or liquid water and have IR range between 

10,000 – 550 cm-1. All other potential windows, including ZnSe, and BaF2, are slightly water 

soluble and in the event of a highly humid chamber environment could become fogged, 

preventing accurate measurements of the vapor composition. 
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Once each succession of droplets has been dispensed into the evaporation chamber, 

OMNIC, a software program connected to the FTIR along with a programmable interface 

(MacrosBasic) was used to direct the FTIR to take a data point reading of the concentrations in 

the chamber.  Section A.5.6 contains an image of the MacrosBasic programmable interface and 

the program used to designate a time interval between FTIR scans (Figure 72).  The OMNIC 

program is used in the collection of FTIR images for the droplet evaporation experiments.  From 

these concentration readings we are able to calculate the respective mass fraction, mole fraction, 

or total mass of each component.  Therefore, over the duration of the experiment these single 

point readings are combined to generate a pure and multicomponent evaporation curve, and 

combined with the monitored vapor temperature we can obtain a complete picture of the 

evaporation trend in a pure or multicomponent environment.  Section A.5.6 contains images 

from the OMNIC analysis system where the peaks for both ethanol and water are isolated during 

the testing of a multicomponent mixture droplet (Figure 73 through Figure 76).   

 

4.1.2 Power Supply and Heater 

 

The heaters served one of two purposes depending on the experiment.  For the majority 

of experiments the heaters were used to “pre-heat” the vapor space so that experiments could all 

begin at the same initial vapor temperature regardless of any day to day differences in ambient 

lab temperature.  Once the desired “pre-heat” temperature was reached and the experiment 

started, the heaters were turned off.  In the case of Test #30, however, the heaters were used to 

manually control the internal chamber temperature to something greater than the ambient 
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temperature.  This type of experiment is important so experimental and various temperatures can 

be verified against the mathematical system model. 

Power is provided to the three Kapton (insulated) heaters (from Minco) by a, 6603A - 3 

Amp/60 Volt DC power supply (from SpenceTek).  The Kapton heaters have the following 

dimensions and specifications: 1.5 in x 1.5 in and 11.0 Ohms, 1.5 in x 3.0 in and 6.6 Ohms, and 

1.5 in x 6.0 in and 4.2 Ohms.  The heaters were connected in parallel, to minimize the number of 

wires exiting the evaporation chamber lid, and then connected to the power supply.  

 

4.1.3 Thermocouples and Data Acquisition System 

 

 A 2700 Multimeter Keithly Data Acquisition System (from Keithly) is used to record 

thermal resistances measured by three T-type thermocouples located within the upper vapor 

space of the evaporation chamber, and one located outside the chamber monitoring ambient 

temperature.  T-type thermocouples have a published temperature range of -200oC to 400oC with 

a resolution of 0.0001oC (Model 2700 User’s Manual 3-33).  The thermocouples are calibrated 

by comparison with a calibrated thermocouple (J-type) and thermometer (Fluke 54 II).  

Calibration data can be found in section A.5.3 in Table 6 and Table 7.  The Keithly acquisition 

system is connected via RJ232 cord to a computer where the user interface ExceLINX is used to 

record values from the four thermocouples.  Images of the ExceLINX input pages are found in 

section A.5.2 in Figure 64 and Figure 65.  

The three internally located thermocouples are inserted through the evaporation chamber 

lid until they hang approximately 1 inch into the vapor space below the chamber lid.  The 
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thermocouple monitoring the ambient temperature is suspended in the air approximately 5 cm-10 

cm from the experiment. 

To cancel the effects of unwanted thermal voltage, the thermocouple circuit requires a 

reference junction that is at a known temperature.  A reference junction is the cold junction in a 

thermocouple circuit which is held at a stable, known temperature.  It is at the cold junction 

where dissimilar wire connections must be made.  The standard reference temperature is the ice 

point (0oC).  The ice point can be precisely controlled, and the National Bureau of Standards uses 

it as the functional reference for its voltage-to-temperature conversion tables.  However, other 

known temperatures can be used.  There are two ways for Model 2700 to acquire the cold 

junction temperature.  It can measure the cold junction using a thermistor or 4-wire RTD, or the 

known temperature value can be entered by the user.  There are three reference junction types 

supported by Model 2700: simulated reference junction, internal reference junction, and external 

reference junction.  The internal reference junction was used in the research; this implied that a 

temperature transducer was used to measure the cold junction.  In this case the cold junction is 

the screw terminal, with voltage temperature sensors strategically placed to measure the 

temperature of the cold junction. A table summarizing the Type T polynomial associated with 

temperature as a function of voltage is located in section A.5.3 in Table 8.   

 

4.1.4 ActivePipette System and Signal Driver Interface 

 

A long-tip ActivePipette (pico-pipette from Engineering Arts) is used for the consistent 

generation of individual liquid droplets (see Figure 7).  The ActivePipette works on an electric 

signal where every second a user defined frequency of liquid drops are formed and dispensed. 
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The Signal Driver Interface allows the user to define a drop-on-demand signal pulse-shape 

(Figure 8) which allows a droplet frequency between 1 Hz – 1,000 Hz (1 Hz = 1 droplet/second).  

The ActivePipette is mounted on the center top of the evaporation chamber so that drops can 

vertically fall through the evaporation chamber and evaporate, before accumulating in the 

reservoir chamber.  Section A.5.1 contains a listing of the ActivePipette System Operating 

Specifications (Table 5). 

 

Figure 7: Sketch of ActivePipette System 
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Figure 8: Signal Driver Interface Input Parameter Page 

 

The ActivePipette (pico-pipette) consists of a glass capillary inside a piezoelectric 

element potted in a metal housing.  A circuit-board with two gold-plated pins provides the 

electrical interface to the piezoelectric element.  Applying an electrical pulse to the two pins 

causes a drop of fluid to be ejected from the glass capillary nozzle.  A 20 gauge stainless steel 

tube provides the fluid interconnection and a 2-pin header provides the electrical connection.   

The Reservoir System supplies the system fluid to the pipette.  The fluid is filtered by a 2 

µm filter.  A Teflon supply tube connects directly to the 20 gauge tube.  Relative pressure, 

defined as the pressure head between the fluid supply reservoir-bottle and the nozzle, plays an 

important role in the Active Pipette operation.  Adjusting the height of the reservoir-bottle 

relative to the nozzle regulates the relative pressure.  The height of the fluid in the reservoir-
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bottle should be equal to or lower than the nozzle height.  In the case of fluids with higher 

surface tension, like water for example, the fluid leveling the reservoir-bottle can be ±5.0 inches 

above or below the pipette nozzle.   

The Signal Driver provides the electrical drive signal to dispense drops from the 

ActivePipette.  The Signal Driver and user interface allows the drive signal pulse-shape to be 

tuned for optimal dispensing performance (Figure 8).  Actuating the piezoelectric element of the 

pipette induces momentary regions of negative pressure in the fluid.  This can drive dissolved 

gasses in the fluid out of solution.  The resulting air bubbles can interfere with the proper 

functioning of the pipettes.  Therefore, all fluids must be degassed prior to supplying them to the 

pipettes.  Further information of the degassing of the liquid sample can be found below in section 

4.1.5. 

An important feature of the ActivePipette is that the system is not rated for use under 

pressure.  The reasoning is that if enough pressure builds in the evaporation chamber it could 

counteract the siphoning action and cause fluid to be pushed back into the reservoir.  It is 

plausible to suggest that with enough pressure head on the reservoir side that the tolerable 

pressure could be increased by increasing the elevation of the reservoir bottle above the nozzle 

tip.  However, the height to internal pressure relationship was not investigated. 

 

4.1.5 Fluids 

 

 Absolute 200 proof, non-denatured, ethyl alcohol (AAPER Alcohol and Chemical 

Company), and reagent grade (ASTM, CAP and NCCLS Type I) filtered Water with a resistance 

of 18.1 m-Ohms (NANOpure Infinity Model D8991) were used as my stock solutions for 
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evaporation experiments.  For pure ethanol experiments compressed nitrogen (Oxarc) was used 

to purge the system prior to the FTIR background scan.  This eliminates the possibility of the 

initial ambient humidity playing a role in the equilibrium concentration of ethanol.  However, in 

all experiments using water or a water mixture the system was not purged with nitrogen, in 

which case the initial water humidity must be figured into the final concentration values.  The 

compressed nitrogen was also used to purge the internal reservoir of the FTIR.  This was done to 

eliminate the possibility of erroneous water contamination measurements sometimes observed 

when the FTIR is not purged.  

 Due to requirements surrounding the operation of the Active Pipette all fluids are 

degassed at approximately -29 inHg until bubble generation stops.  In the case of fluid mixtures, 

degassing becomes more difficult because the fluids have to be degassed separately and then 

mixed together to maintain a bulk component concentration.  The 2 µm filter had to be 

submerged in fluid during the degas process; therefore the liquid component which would make 

up the greatest concentration of the total mixture was the fluid the filter was submerged in.  Once 

both fluids were degassed and mixed, the fluid line was flushed to remove approximately 10 mL 

from the filter.  Since the filter only holds 3 mL, flushing 10 mL out of each bottle allowed for 

several mL of bulk fluid to be circulated through the filter before experiments begin.  These 

additional steps were done so that the filter would not be overly concentrated with either fluid 

but would be a mix of the bulk fluid composition.  This is important because the flow rate out of 

the reservoir-bottle through the fluid-deliver-lines is very small, therefore a significantly 

different concentration in the filter from the bulk fluid could cause dramatic errors in 

experiments simply because the initial fluid concentration may not be constant or known. 
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4.2 Procedures 

 

To prepare the chamber for testing, seal the evaporation chamber lid.  Make sure that 

ZnSe view windows are not being obstructed from the inside or outside.  In all cases this 

obstruction has been wires from the heaters.  Before all tests the FTIR internal chamber must be 

purged.  This is done by connecting the compressed nitrogen line to the FTIR intake regulator, 

and allowing system to flow for a minimum of 5 minutes. 

If a pure ethanol experiment is being run, then a nitrogen purge is necessary.  To prepare 

for a nitrogen purge, connect a compressed nitrogen tank line to one vapor port on the 

evaporation chamber and connect a vacuum line to the unused vapor port.  Begin the flow of 

nitrogen into evaporation chamber and turn on the vacuum. This process will simultaneously pull 

any gas/vapor out of the chamber and fill the chamber with nitrogen gas.  Therefore, 

experimental conditions can assume no initial water vapor despite the lab humidity. 

Once the chamber is sealed and purged (when necessary), place the chamber assembly on 

the FTIR base plate; connect the power supply to the heater connection, and turn on the Keithly, 

Power Supply, and Laptop.  Next, begin heating the chamber.  An initial vapor temperature of 

30oC is used in order to accelerate evaporation at the beginning of each experiment.  While the 

chamber is being heated the FTIR analysis program and interface can be initialized.  To ensure 

that the FTIR is operating properly run through a manual diagnostic check by using the sight 

measurement to adjust chamber assembly into the best location on FTIR base-plate.  The best 

location will be denoted by a red wave peak as opposed to a blue wave peak. 

To make the desired fluid mixture, fill the reservoir-bottle approximately 3/4 full with 

fluid and then seal the cap.  Then degas the fluid, reservoir-bottle, and submerged 2 µm filter by 
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applying a -29 mmHg vacuum for approximately 1/2 hour or until bubbles are no longer 

generated.  After removing the reservoir bottle from the vacuum chamber, purge no less than 10 

mL of fluid through the delivery line to ensure a well-mixed fluid is contained in the filter.  If 

this purge is not followed it is possible that an overly concentrated mixture can be in the filter.  

This will cause the first 5 mL - 10 mL of dispensed fluid during the experiment to have a 

different composition that the bulk fluid.  Since fluid delivery can be as slow as 18 µL/min, the 

initial 10 mL could last the entire experiment and cause dramatic errors when comparing the 

theoretical results, which are based on the bulk fluid mixture, and the experimental results. 

In the case of a pure fluid experiment, the same procedure for filling and degassing the 

reservoir bottle apply.  However, since there will be no concentration gradient between the inside 

of the filter and the bulk fluid outside the filter, the 10 mL purge is not necessary.  However, it is 

still good practice to clear the fluid-delivery-lines to prevent any contaminants from clogging the 

pipette nozzle.   

The next step is to prime the pipette, attach the fluid-supply-line to the 20 gauge stainless 

tube; turn the 3-way valve to pressurize the reservoir-bottle.  Push down on the syringe plunger 

to force fluid towards the pipette nozzle.  After the fluid has reached the nozzle, turn the 3-way 

valve to vent the reservoir-bottle.  Gently wick excess fluid away from the nozzle with a lint-free 

tissue (Kimwipe).  Once purging/priming of the lines is complete make all electrical connections 

between the Active Pipette and Signal Driver, and connect all fluid lines. 

At this point the FTIR, chamber assembly, and Active Pipette are ready and it is time to 

begin the experiment.  Begin the FTIR Macro.  First a background scan will be taken, after 

which the program will begin taking sample scans at specified time intervals.  These parameters 

are all entered prior to the start of the experiment through Macros Basic, the actual code behind 
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Macros.  Once the background scan is complete (approximately 30 seconds) insert and secure the 

ActivePipette into the chamber lid and begin the Signal Driver program.  As with the Macro 

interface, all parameters for the Signal Driver are to be entered prior to the start of the 

experiment. 

An experiment is complete when there is no or only minimal change in the absorbance 

(concentration) and temperature in the vapor space.  It is important to remember that changes in 

the concentration can have as much as a 60 minute delay behind a deviation in the temperature in 

the typical 8 hour experiment .  To terminate the experiment, switch the 3-way valve to 

pressurize and pull the syringe plunger to retract fluid out of the Active Pipette.  Power-down 

and disconnect all electric connections. 

 

4.3 Experiment Conditions 

 

 A table of all the experimental conditions is given below in Table 1.  All experiments will 

be referred to by Test #, in further reading this number will be used to designate which 

experiments are being discussed.  The numbering of experiments includes all tests run during the 

experiment process; a few earlier experiments were excluded from the final results due to errors 

associated with experimental setup.  Otherwise, all experimental results were included.  When 

N/A appears as the purging fluid this means that no purging was done, and therefore the non-

condensable vapor was ambient air.  In these cases it was necessary to measure the relative 

humidity and calculate the initial concentration of water in the vapor phase.  The relative 

humidity was monitored by a household quality temperature and humidity meter located on the 

lab bench.  When the ambient temperature is given by N/A this was because initial experiments 
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were run without the ambient temperature being recorded, however, this procedure was changed 

for the remaining experiments.  The lack of information about the ambient temperature does not 

affect the experimental results; however, it did provide insight into the fluctuations (or drifts) in 

the ambient lab temperature.  Mixture mole fractions were determined by two methods: IR 

spectroscopy and a density meter.  The ambient pressure in the lab was not measured for earlier 

tests however, when the pressure was measured the variation was less than 0.01 psi, therefore 

pressure data was not recorded for each test.  In the case of Test #11 two unique equilibria were 

achieved due to a prolonged increase in laboratory temperature, before the standard temperature 

was achieved.   
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Test # Ethanol 
(mole 

fraction) 

Droplet 
Frequency 

(drops/second) 

Water 
(mole 

fraction) 

Final Vapor 
Temperature 

(oC / K) 

Ambient 
Temperature 

(oC / K) 

Purging 
Fluid 

Ambient 
Relative 

Humidity (%) 
5 1.000 100 0.000 24.88 / 298.03 N/A N2 N/A 
7 1.000 50 0.000 24.88 / 298.03 N/A N2 N/A 
8 1.000 25 0.000 23.42 / 296.57 N/A N2 N/A 

10 1.000 100 0.000 24.70 / 297.85 N/A N2 N/A 
11 

11b 
1.000 50 0.000 24.91 / 298.06 

26.78 / 299.93 
N/A N2 N/A 

12 1.000 100 0.000 24.36 / 297.51 N/A N2 N/A 
13 0.000 100 1.000 23.55 / 296.70 22.20 / 295.35 N/A 12.0 
14 0.000 100 1.000 23.63 / 296.78 24.00 / 297.15 N/A 36.0 
15 0.000 50 1.000 24.05 / 297.20 22.80 / 295.95 N/A 26.0 
16 0.000 50 1.000 23.38 / 296.53 23.88 / 297.03 N/A 15.0 
18 0.000 100 1.000 24.29 / 297.44 25.00 / 298.15 N/A 41.0 
19 0.000 100 1.000 25.15 / 298.30 23.30 / 296.45 N/A 9.0 
21 0.396 100 0.604 24.81 / 297.96 25.00 / 298.15 N/A 33.0 
22 0.500 100 0.500 26.05 / 299.20 25.00 / 298.15 N/A 30.0 
23 0.500 300 0.500 24.85 / 298.00 25.00 / 298.15 N/A 30.0 
24 .0698 500 0.930 24.94 / 298.09 25.00 / 298.15 N/A 30.0 
25 0.210 500 0.790 25.19 / 298.34 23.62 / 296.77 N/A 30.0 
26 0.000 1000 1.000 25.21 / 298.36 23.50 / 296.65 N/A 33.0 
27 0.000 300 1.000 25.73 / 298.88 24.00 / 297.15 N/A 41.0 
28 0.000 300 1.000 25.82 / 298.97 25.00 / 298.15 N/A 40.0 
29 0.000 100 1.000 26.00 / 299.15 22.50 / 295.65 N/A 37.0 
30 0.000 300 1.000 27.65 / 300.80 27.65 / 300.80 N/A 29.0 
31 0.703 300 0.297 24.24 / 297.39 23.00 / 296.15 N/A 42.0 
34 0.909 300 0.091 25.71 / 298.86 23.00 / 296.15 N/A 34.0 
35 0.831 300 0.169 24.87 / 298.02 23.00 / 296.15 N/A 36.0 
37 1.000 200 0.000 25.06 / 298.21 23.80 / 296.95 N2 N/A 

Table 1: Table of Experimental Conditions
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CHAPTER 5: RESULTS AND DISCUSSION 
 

The control during this research was pure water experiments since psychrometric charts 

are easily available for any altitude and could be used to validate the experiment.   The 

equilibrium concentration of pure water experiments at any temperature and pressure should be 

equal to 100% humidity on a psychrometric chart for the same temperature and pressure.  The 

theoretical results of a closed system model with pure water droplets were compared against both 

psychrometric data and experimental results.  In the case of pure ethanol droplets and ethanol-

water droplets theoretical results from an open system model were compared directly to 

experimental data.  The closed system model assumed an ideal gas for the vapor mixture.  The 

open system model operated with the embedded assumption that the non-condensable gas is the 

only vapor lost in the open system.  The effect of this assumption is that there may be an over 

prediction of the final ethanol and water vapor concentrations since in the true experiment it is 

possible that a small amount of ethanol and water vapor was lost.  A comparison between the 

two theoretical models was done in an effort to visually highlight the differences between them 

since each represents an extreme case. 

In order to accurately test the multicomponent system evaporation model, experimental 

data was collected for the evaporation of liquid droplets of pure ethanol, pure water, and various 

mixtures of ethanol and water in an air or nitrogen environment.  All data collected along with 

temperature and concentration profiles are supplied in section A.3 (Figure 37 through Figure 63).  

Ambient air was used for tests with pure water and ethanol-water mixtures, while nitrogen was 

used for all the pure ethanol tests.  The ambient air contained anywhere from 6–10 ppm (mg of 

water vapor per liter dry air) of water vapor.  Ambient air was not used in the pure ethanol tests 

due to the interaction the pre-existing water vapor (humidity) would have on the evaporating 
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ethanol.  If ethanol tests were conducted using ambient air the results would have shown a 

corresponding equilibrium of an ethanol-water system instead of a pure ethanol system.  The 

same interaction would occur if a water test were conducted in the presence of ethanol vapor.   

 

5.1 Humidity Effects 

 

To account for all initial water vapor present in the evaporation chamber, the lab 

contained a thermometer / relative humidity gauge, which was used for recording of relative 

humidity throughout the experiments.  Knowing the laboratory humidity was necessary in cases 

when a nitrogen purge of the evaporation chamber was not used, such as in water and ethanol-

water mixture tests.   Through the use of a web-based calculator (PsycFunc, 2006), the density of 

air at a specific temperature and pressure was determined.  Then an Excel add-in called 

PsycFunc Psychrometric Functions for Excel (Linric Company, www.linric.com) was used to 

determine the humidity ratio 
AirDry  kilograms

Vapor Water grams
 (or specific humidity, SH) from temperature, 

relative humidity, and elevation, at which point the ambient parts per million (PPM) of water 

vapor in the ambient air could be determined. 

( ) SHElevation,
airdry  

or water vap
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 It was critical to know the ambient water content since the FTIR works off the same 

principle as gauge pressure; where the ambient spectrum is used as a base-line and any changes 

in the vapor content are measured with respect to the base-line.  Therefore, the initial vapor 

content must be known to convert the gauge (or relative) concentrations to absolute 
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concentrations.  This conversion was necessary when the chamber was not purged (ethanol 

tests), and only when liquid mixtures contained water (water and ethanol-water mixture tests).  It 

was assumed that the ambient air did not contain ethanol vapor in any measurable concentration.    

 

5.2 Measurement Calibration, Repeatability and Uncertainty 

 

 As this experiment was designed there were three main origins of uncertainty: FTIR 

absorbance calibration and repeatability, thermocouple calibration and repeatability, and pressure 

transducer calibration.   

In all cases the equipment was calibrated against a known measurement or setting.  In the 

case of the FTIR, Beer’s Law acts as the quantitative relation between the absorbance at a 

particular wavenumber and the corresponding concentration.  In the case of the pressure, the 

pressure transducer was calibrated by the manufacturer at a specific input voltage.  Each 

thermocouple was calibrated against a pre-calibrated thermocouple. 

 

5.2.1 Calibration of Thermocouples 

  

 Each of the four non-calibrated (T-type) thermocouples was calibrated by comparison 

against a calibrated thermocouple (J-type) used in conjunction with a thermometer (Fluke 54 II).  

The calibrated thermocouple is accurate to 0.001oC, and the thermometer has a resolution of 

0.001oC.  Certificate information is provided in section A.5.3.  The T-type thermocouples used 

have a resolution of 0.001oC over a temperature range of -200oC to 400oC.  
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 The thermocouples were all exposed to three different temperature baths of 35.90oC, 

29.80oC, and 21.60oC.  These temperatures were chosen so that the best resolution surrounding 

the temperature range of the experiments could be.  Bath temperatures were known by 

measurements from the calibrated thermocouple.  A 50 mL Pyrex beaker of water was used as 

the temperature bath, thin film heaters were used to maintain fluid temperatures.  Data for the 

four non-calibrated thermocouples was recorded by a Keithly data acquisition system, while 

measurements from the calibrated thermocouple were recorded to the hand-held thermometer.   

Calibration data was taken at each temperature for two minutes.  Data accumulation 

began when the calibrated thermocouple measured a constant and uniform fluid temperature 

independent of spatial location in the beaker.  Care was taken to ensure that the thermocouples 

ends were fully immersed in the liquid bath but were not in contact with the walls of the 

container.   

At each bath temperature the average temperature measurements were determined for 

each non-calibrated thermocouple and for the calibrated thermocouple.  These average 

measurements were used to generate a linear relationship between the calibrated temperature and 

each of the four non-calibrated temperatures.   

 From the calibration data the following linear relations were determined. 

Thermocouple_1: ( ) ( ) 841.1921.0 +⋅= − CTCT ocalibratednonocalibrated  

Thermocouple _2: ( ) ( ) 996.0959.0 +⋅= − CTCT ocalibratednonocalibrated  

Thermocouple _3: ( ) ( ) 900.0963.0 +⋅= − CTCT ocalibratednonocalibrated  

Thermocouple _4: ( ) ( ) 209.1948.0 +⋅= − CTCT ocalibratednonocalibrated  

where calibratednonT −  is the actual temperature measured by the T-type thermocouples and calibratedT  

is the adjusted temperature based on data from the calibrated thermocouple.  Section A.5.3 
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contains more information on the tabular data obtained from the thermocouple calibration tests 

(Table 6 and Table 7).   

Based on the resolution of the calibrated thermocouple, the thermometer, and the T-type 

thermocouples these linear relationships are subject to a maximum deviation of ±0.458oC.  In 

addition, calculations were done to determine the repeatability of each thermocouple’s 

measurement.  It was determined that at any temperature each thermocouple can repeat its 

previously measured value within a tolerance of ±0.041oC.  Therefore, the maximum error 

associated with any temperature measurement was ±0.458oC.  This error in temperature 

measurements did not affect the experimental results but did give rise to uncertainty in the 

predicted results since one of the critical inputs is system temperature.  The ±0.458oC error in 

thermocouples propagated into a ±4.943 ppm error in the pure ethanol model, a ±0.593 ppm 

error in the pure water model, and a ±3.04 ppm and ±0.490 ppm error in the ethanol-water model 

for ethanol and water concentrations, respectively. 

 

5.2.2 Calibration of Pressure Transducer 

 

 The pressure transducer used was a Honeywell product capable of measuring from 0-30 

psia, and came calibrated for operation at 10 Volts.   Therefore, the power supply is tuned and set 

to 10 V using a hand-held voltmeter, at which point the pressure transducer has been calibrated.  

At the calibrated 10 V the pressure transducer measured an average ambient laboratory pressure 

of 13.3 psia (or 0.91 atm).  This will be the pressure used for numerical modeling and data 

validation. 
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5.2.3 Correlating Absorbance to Concentration: Beer’s Law 

 

 The FTIR output is a spectrum with absorbance (or transmittance) as the y-axis and 

wavenumber (cm-1) as the x-axis.  According to Beer’s Law absorbance and concentration are 

linearly related by the following: 

iiii cbaA ⋅⋅=  

where A  is absorbance, a is absorptivity, b is path length, and c is concentration.  Since 

absorptivity and path length are held constant throughout the experimental process we can 

further simplify the relation to 

iii cLA ⋅=  

where iii baL ⋅≡  is a constant specific for each vapor species at each wavenumber.  By 

measuring two known vapor concentrations of each pure component (ethanol and water) a slope 

relating the two points is the constant iL .   

The infrared spectra for water vapor and ethanol vapor are below as Figure 9 and Figure 

10.  For each component two wavenumbers were chosen as characteristic only for that species.  

These peaks are marked on the respective figures.  For water the characteristic wavenumbers 

were 1558 cm-1and 1652 cm-1, for ethanol the characteristic wavenumbers were 2900 cm-1and 

2987 cm-1.  Since each wavenumber predicted a slightly different concentration; the average of 

the two concentrations was used in determining the resultant vapor composition in data analysis. 
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Figure 9: Water IR Spectrum 
 
 
 

 
Figure 10: Ethanol IR Spectrum 
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Concentration data points were taken by one of two methods.  For ethanol calibration, the 

evaporation chamber was heated to approximately 32oC (a temperature known to vaporize 

ethanol liquid).  Next a calibrated plunger syringe was used to incrementally inject known 

volumes of liquid ethanol.  The FTIR was used to continuously monitor concentration, a 

corresponding absorbance was noted as the point in which the absorbance peaks stopped 

increasing and remained constant.  This procedure was followed several times using different 

total liquid volumes each time.  The method used for water calibration was more exact.  The 

evaporation chamber was again heated, but set to different temperatures for each calibration 

point.  The ActivePipette was used to dispense water droplets.  Again, the absorbance was 

monitored continuously until the peaks were observed to remain constant.  The corresponding 

concentration was then determined from psychrometric data at (0.91 psia and the chamber 

temperature).   

When calculating the constant iL  from the concentration-absorbance data it was assumed 

that the y-intercept was zero, since at zero concentration the absorbance should also be zero.  

Zero absorbance at zero concentration was also confirmed by purging the chamber with dry air, 

and taking a scan of the vapor space.  Beer’s Law corresponding to each of the above mentioned 

wavenumbers is as follows: 

Wavenumber, 1558-cm-1: ( ) 999.0R    ;886.113 2
2 =⋅= Appmc  

Wavenumber, 1652-cm-1: ( ) 996.0R    ;293.146 2
2 =⋅= Appmc  

Wavenumber, 2900-cm-1: ( ) 965.0R    ;800.126 2
1 =⋅= Appmc  

Wavenumber, 2987-cm-1: ( ) 965.0R    ;535.106 2
1 =⋅= Appmc  
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The linear trend lines for water showed better R2 values since the concentrations were 

based on psychrometric data, where the ethanol concentrations were calculated from a known 

liquid volume and assuming that all the mass was evaporated.  Since there was no way to 

guarantee all the mass evaporated, this is cause for a smaller R2 value in the ethanol correlations.  

Graphical data regarding the absorbance calibration can be found in section A.5.4 (Figure 67 

through Figure 71). 

 

5.2.4 Repeatability of Absorbance Measurements 

 

 In order to determine the accuracy in the FTIR measurement of the same concentration at 

the same temperature, multiple measurements of absorbance (translated to concentration) were 

taken at the same temperature.  A known concentration was achieved by first taking a 

background scan of a closed chamber after it had been purged with dry air.  Then the chamber 

was allowed to sit open in the lab for several hours, to allow the chamber to come into 

equilibrium with the ambient environment.  The chamber was then sealed and slowly heated 

while concentration measurements of the water content were recorded.  Chamber temperatures of 

29.976oC, 30.036oC, 31.010oC, and 32.031oC were held constant while multiple FTIR 

measurements over approximately 5 minutes were recorded.  The difference between the 

minimum chamber temperature and the maximum chamber temperature (∆T) along with the 

difference between the minimum measured concentration and the maximum measured 

concentration (∆c) was then averaged for the four temperatures tested.  The data was then 

extrapolated for a ∆T of zero, which corresponded to ppm 025.0=∆c .  Therefore, the 

repeatability of the FTIR measurements has a maximum variation of ±0.025 ppm at the same 



 

 68 

temperature and pressure.  Tabular data from these tests can be found in section A.5.4 Figure 71 

and Table 9.  Since repeatability data is based on the correlated concentration and not the 

absorbance the repeatability calculations captured both the error associated with the correlation 

between absorbance and concentration along with the repeatability of the FTIR in its 

measurements.   

 

5.3 Pressure Effects 

 

A comparison between an open system (constant pressure) model and a closed system 

model was done to define the two possible extremes the data could demonstrate.  Over the course 

of experiments internal pressure was seen to play a significant role in the final vapor 

concentration.  In some cases the difference between the two models was as much as 10% in the 

predicted moles in the vapor space across a pressure change of 1.3 psia (or 0.09 atm).  As system 

pressure is increased the equilibrium vapor concentration decreases.  This can be supported by 

Raoult’s Law (Equation 3.8), as the pressure increases the ratio of 
P

P sat

decreases thus decreasing 

the vapor mole fraction. 

 

5.3.1 Pressure Effects on Experiment Results 

 

 In initial experiments the internal chamber pressure was not monitored during the 

evaporation test.  The assumption was that the pressure increase would be insignificant compared 

to the total pressure, since >99% of the vapor space would contain the non-condensable species.  
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In addition, the fluid reservoir in the ActivePipette system had to be vented to ambient pressure, 

so it would not be possible to run the experiments under any significant pressure.   

Envision a force balance, if at the reservoir side of the fluid supply there is ambient 

pressure plus the pressure due to the height of the fluid, and the internal chamber pressure on the 

nozzle side of the fluid delivery.  When the two pressures are equal the fluid will dispense into 

the chamber, however, if the pressure on the delivery side (chamber pressure) is larger and the 

surface tension of the fluid is small enough the fluid can be pushed in the opposite direction 

(back into the reservoir).  Fluids with high surface tension, like water, can handle relative 

pressure ranges of ±100 mm.  This allowable relative pressure range is lower for fluids with 

lower surface tensions, like ethanol.   

 Experiments began with the testing of pure ethanol droplets.  It was observed that in 

some cases the fluid would pull back into the reservoir bottle at some point during the test, 

generally after 1-2 hours.  However, this phenomenon was not observed for all tests.  It was first 

verified that the delivery line was clean, and that the ActivePipette was not clogged.  In order to 

try and resolve the issue the relative pressure was adjusted both up and down (by moving the 

absolute height of the reservoir bottle with respect to the nozzle tip).  However, once the fluid 

pulled back into the reservoir it could not be maintained in the fluid delivery line for any length 

of time, unless the chamber was fully disassembled and restarted.  Once testing began with pure 

water droplets, the phenomenon of fluid pull back did not occur.  Finally, when ethanol-water 

mixture droplets were tested the same pull back phenomenon returned, but again not in all tests.   

With the addition of a pressure transducer mounted in the evaporation chamber, it was 

determined that for experiments where pure ethanol droplets or ethanol-water mixture droplets 

were being dispensed, the internal chamber pressure would increase 0.02 atm at which point 
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fluid pull back occurred and the test failed.  While in tests with pure water the chamber pressure 

increased <0.01 atm and leveled off, and the fluid never pulled back.  Therefore, coupling the 

pressure change in the evaporation chamber with the difference in surface tension between the 

two fluids (0.0728 N/m at 293K for water and 0.0228 N/m at 293K for ethanol) it was 

determined that the pull back was caused by too much force on the nozzle side of the force 

balance.  Further investigation revealed that for experiments involving pure ethanol or ethanol-

water droplets in which the fluid did not pull back, there was a small leak at the top of the 

evaporation chamber which acted as a relief valve.  The variation between experiments that 

failed, due to fluid pull back, and those that did not fail was attributed to an inconsistency in the 

tightening of the screws which held the nozzle at the top of the chamber lid.  When screws were 

not fully tightened it allowed the rubber stopper to not fully seal properly into the lid causing a 

small leak.  Since the rubber stopper had a thickness of 0.065 inches and diameter of 0.61 inches 

it would not require a significant internal pressure to force an edge of the stopper up enough to 

relieve the excess pressure.   

Tests with water droplets were first used, Figure 11.  The test began with a droplet rate of 

200 drops/second, after 40 minutes the internal pressure had increased 0.65 kPa.  Droplets were 

momentarily stopped, seen as a drop in pressure, before the droplet rate was increased to 1000 

drops/second, and further increased to 2000 drops/second.  In the 100 minute test the internal 

pressure increased 1.10 kPa before remaining constant, the leveling of pressure was due to vapor 

saturation occurring.  However, the test never failed due to fluid pull back.   
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Figure 11: Pressure Test Using Pure Water Droplet in a Closed System 
 
 

Next, pure ethanol was tested using the same procedure as above.  Figure 12 shows the 

internal pressure measurements during the test.  The test began with a droplet rate of 200 

drops/second.  The internal pressure continued to increase until around 120 minuets the test 

failed due to fluid pull back.  This failure occurred after the internal pressure had increased by 

nearly 5 kPa to 94 kPa.  The fluid line was then re-primed, during which the internal pressure 

decreased since droplets were no longer being dispensed.  After re-priming the test continued 

until the same pressure of 94 kPa was reached, at which point the test failed again.   
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Figure 12: Pressure Test Using Ethanol in a Closed System 
 
 

Results from a final pressure test with pure ethanol droplets being dispensed at a rate of 

200 drops/second are displayed in Figure 13.  During this test droplets started with the chamber 

closed, followed by several minutes of increasing internal pressure.  Then manually the edge of 

the stopper on the lid was lifted up, as can be seen by a decrease of internal pressure back to 

ambient.  Next the stopper was sealed and the pressure resumed increasing.  Once again the edge 

of the stopper was lifted and the pressure returned to ambient, for the next 45 minutes the 

chamber was left with a small leak, and the pressure remained constant.  Finally, the system was 

closed a final time until the test failed due to fluid pull back when the internal pressure nearly 

reached 94 kPa, the same pressure that failure occurred in the previous ethanol pressure test.   
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Figure 13: Pressure Test Using Ethanol in an Open and Closed System 
 
 

By conducting these pressure tests it is possible to see the maximum internal pressure the 

ActivePipette can handle before fluid pull back occurs.  From these tests it was concluded that a 

pressure increase larger than 5 kPa would cause an experiment to fail.  This size of pressure 

increase occurs in both pure ethanol and ethanol-water mixture tests due to the relatively large 

vapor generation compared to that in pure water experiments.  The tests also confirmed that a 

very minimal leak was all that was necessary to relieve the excess internal pressure.   

In conclusion, experiments would only run to completion if pure water was being 

dispensed or if the internal pressure was equilibrated, via a leak, when pure ethanol or ethanol-

water mixture fluids were being dispensed.  Therefore, in order to accurately model the 

conditions present in the experiments two models were required.  Ethanol and ethanol-water 
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experiments required an open system model which specified a constant pressure be maintained 

by assuming that the non-condensing species was being vented to the ambient.  The assumption 

that only the non-condensable species was lost out of the chamber is somewhat arguable based 

on the vapor densities of each species.  Ranked in order of lightest to heaviest is 

airnitrogenethanolwater <<< .  Since the vapor space was composed of more than 99% non-

condensable species (either air or nitrogen), in a well-mixed system only small fraction of the 

ethanol or water vapor would be lost compared to the larger quantity of non-condensable.  In the 

case of ethanol experiments the average over prediction of vapor concentration by the open 

system model was 3.4%, and for ethanol-water experiments the average over prediction for the 

water vapor concentration was 4.4%.  In the ethanol-water test the ethanol vapor concentration 

was under predicted by the model by 3.7%. 

 

5.3.2 Pressure Effects on Model Predictions 

 

 In modeling the evaporation of liquid droplets, the two extreme pressure cases can be 

classified as an open system (or constant pressure) or a closed system (pressure calculated from 

ideal gas law).  While arguments can be given for which model is best suited in demonstrating 

the observed behavior in each experiment, the data should lie between the two extreme cases.  In 

theory the relative trend of the experimental data towards one extreme or the other will either 

validate or discredit assumptions made on the behavior of each experiment.  In the case that data 

were to appear split between the two extremes would suggest that there were other neglected 

effects in the experiment. 
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 The graphs below show the general trend in an open system model based on the ambient 

pressure in the case of pure ethanol droplets (Figure 14) and for the case of pure water droplets 

(Figure 15).  As the ambient pressure increases from 0.90 atm to 1.00 atm, and then to 1.10 atm, 

the predicted equilibrium vapor concentration (in terms of ppm (mg of water vapor/L dry air)) 

decreases for the same temperature.  As temperature increases the equilibrium vapor 

concentration increases linearly. 

 

Figure 14: Effect of Pressure on the Predicted Ethanol Concentration in an Open System 
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Figure 15: Effect of Pressure on the Predicted Water Concentration in an Open System 
 
 

This trend can be validated by consulting published psychrometric charts for various 

elevations (or pressures).   Figure 16 validates that as the pressure increases (or elevation 

decreases) the specific humidity (or concentration) of water vapor in air at 100% RH decreases.  

This trend is identical for all temperatures.  Furthermore, Figure 16 shows that as temperature is 

increased the concentration increases for the same ambient pressure.  Both trends, concentration 

decrease with pressure increase and concentration increase with temperature increase are 

observed in the open system models. 
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Figure 16: Psychrometric Concentration Trends for Various Temperatures and Pressures 

 

5.4 Ethanol Experiments 

 

As discussed in earlier sections, the uncertainties in measured values come from the 

accuracy in the FTIR measuring a consistent concentration for the same temperature, and from 

the accuracy in the calculated relation between absorbance and concentration.  This deviation in 

the experimental data was found to be ±0.025 ppm.  Error bars have been placed on each 

experimental data point, however, since the deviation is so small compared to the total 

concentration the error bars appear as a single dash near the center of each data point.  In the 

model the deviation was significantly larger at ±4.943 ppm which is a result of the ±0.458oC 
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error associated with the temperature measurements.  All of the data collected during each 

ethanol experiment is located in section A.3. 

 Based on the assumption that pure ethanol experiments had to operate with the internal 

evaporation chamber at the same pressure as the ambient pressure, we would assume that when 

experiment results were compared to predictions from both an open system model and a closed 

system model that the data would cluster closer to the open system predictions.  Figure 17 

confirms that the experimental data indeed falls closer to predictions from the open system 

model than predictions of the closed system model.  In addition, the data also demonstrates the 

appropriate trend of increasing concentration with increasing temperature. 

 

Figure 17: Comparison of Ethanol Data and Predictions from Open and Closed System Model 
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5.4.1 Reproducibility of Ethanol Experiments 

 

 It is important that for all experiments we can conclude that the results are both 

believable and repeatable.  Figure 18 highlights three ethanol tests all conducted with a droplet 

rate of 100 drops/second, and all with similar final temperatures.  The concentration profile 

results for Test #5, Test #10, and Test #12 all appear to follow the same trend.  Each trend 

progresses with an initial surge of vapor being produced followed by a slow decrease in rate until 

the concentration levels at equilibrium despite droplets continually being added to the system.  

Test #10 and Test #12 appear to nearly lie point-for-point on top of each other, while Test #5 

shows a slightly slower initial concentration, but eventually equilibrates to the same 

concentration.  However, the difference in Test #5 was that a different nozzle was used, this 

nozzle generated slightly smaller droplets and therefore it took more droplets to reach the same 

concentrations seen earlier from the other two tests.   
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Figure 18: Vapor Concentration Repeatability in Ethanol Experiments 
 
 

In Figure 19 we see the same three tests (#5, #10, and #12) but instead of changes in 

vapor concentration, there is the trend in chamber temperature.  Similar to what was seen in the 

concentration trends; all three tests show nearly identical (maximum deviation at any time of 

<0.5oC) internal chamber temperatures throughout the experiments.  However, the chamber 

temperatures all began at approximately 30oC (due to pre-heating with Kapton heaters) and 

steadily decreased to the laboratory ambient temperature (approximately 24oC).  From the 

temperature data we can conclude that each test was subjected to similar, initial chamber 

temperature, laboratory temperature, and heat loss; resulting in final chamber temperatures of 

24.2oC, 24.7oC, and 24.2oC for Test #5, #10, and #12 respectively.   
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Figure 19: Temperature Repeatability in Ethanol Experiments 
 
 

Among the three ethanol tests there was a final temperature range of 0.5oC with a 

corresponding range in final concentration of 5.17 ppm.  The highest temperature is associated 

with the highest concentration, and so forth. 

 

5.4.2 Theoretical and Experimental Comparison 

 

 Since Test #5, Test #10, and Test #12 were already compared against each other Figure 

20 and Figure 21 show only Test#12 against all the remaining ethanol tests conducted.   

The first key observation is to note the variation in droplet rate among the tests.  Droplet 

rates range from 25 drops/second to 200 drops/second.  Progressing from the slowest droplet rate 
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(Test #8) with an elapsed experiment time of nearly 1000 minutes to reach equilibrium, to Test 

#7 with a droplet rate of 50 drops/second where equilibrium was reached in less than 500 

minutes.  With each increase in droplet rate the time to equilibrium is shortened and the initial 

concentration slope becomes steeper.   

The second key observation is with Test #11, run at 50 drops/second, which shows an 

irregular trend compared to all the previous trends.  From Figure 21 the chamber temperature in 

Test #11, unlike all other tests, remained warmer for a longer period of time.  This increased 

temperature caused a large vapor generation, but once the chamber temperature began to 

decrease to the typical laboratory temperature the internal concentration was already larger that 

dictated by equilibrium at the cooler temperature.  This caused ethanol to condense out of the 

vapor space, resulting in the over-shoot trend seen in Figure 20.   

The final observation is between the concentration profiles of Test #12 at 100 

drops/second and Test #37 at 200 drops/second.  We would expect to see the test with the larger 

droplet rate to reach equilibrium first and lie above tests with lower droplet rates.  However, Test 

#12 lies above Test #37 despite the increase in droplet rates.  This deviation from the known 

behavior, while not fully understood, could be attributed to the time scale of the vapor mixing.  

Since droplets are falling at a rate of 100 drops/second and 200 drops/second it is possible that 

there is a limit to how quickly the newly evaporated ethanol can disperse out of the path of the 

next falling droplet.  Droplet evaporation is driven by the concentration gradient across the 

liquid-vapor interface. We could argue that if previously evaporated ethanol did not have time to 

disperse out of the path of the next droplet, that each succeeding droplet would see an unnatural 

decreased concentration gradient at the liquid-vapor interface, thus slowing the mass transfer 

rate.  Therefore, if at rates of 25 drops/second, 50 drops/second, and 100 drops/second there was 
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enough time between droplets for the vapor to remain well mixed, but at a rate of 200 

drops/second there was not enough time for diffusion to occur.  The result could be seen as a 

“flip-flop” in the orientation of concentration profiles at the higher droplet rates.  Another 

possible cause is that at the higher droplet rates agglomeration was taking place.  While this 

behavior was not observed it would explain the data trend since agglomeration would decrease 

the mass transfer area thus decreasing the rate of evaporation. 

 

Figure 20: Comparison of Vapor Concentration for All Ethanol Experiments 
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Figure 21: Comparison of Chamber Temperature for All Ethanol Experiments 

 
 
 A significant effort has been made to distinguish between a typical concentration profile 

and one irregularly affected by chamber temperature or mixing effects.  Therefore, it is important 

to confirm that the theoretical model demonstrated a similar concentration profile.  Below in 

Figure 22 experimental results from Test #12 were placed together with an open system model 

prediction under the same conditions.  It is important to note that in representing the model 

results no parameter fits were performed.  The solid curve represents the open system model 

prediction of an ethanol droplet evaporating in a nitrogen environment with a final vapor 

temperature of 24.36oC and a droplet rate of 100 drops/second.  From the graph we see that the 

model shows the typical concentration profile trend.  In addition, the experimental and 

mathematical data are nearly identical (3.4% average deviation in final concentration).  This 

deviation could be a result of errors in properties such as density, viscosity, diffusivity, and 
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temperature, and therefore adjustments in any of these parameters could decrease the deviation in 

the predicted results. 

 

Figure 22: Comparison of Concentration Profile in Test #12 for Open System Model and Experimental Data 
 
 

A comparison of the final experimental results and open system model results for all the 

pure ethanol droplet conditions is shown together in Figure 23.  The same data is also found in 

tabular format in Table 2.  In addition, there is a numerical measure of the deviation from the 

experiment results to the predicted model results.  From these deviations we can see a maximum 

deviation of 5.7% in Test #8, and a minimum deviation of -0.7% in Test #12.  The average 

deviation across all experiments was 3.4%.  A positive deviation represents a predicted 

concentration larger than the measured concentration, where a negative deviation represents a 
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predicted concentration smaller than the measured concentration.  Under the majority of cases 

the deviation is positive, suggesting that the model generally over-predicts the true equilibrium.   

 

Figure 23: Comparison of Measured and Predicted Equilibrium Concentrations of Ethanol Droplet at 
Various Temperatures 

 
 
 

 
Table 2: Tabular Results of Ethanol Droplet Experiments 
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Results from Test 11 and Test 11b occurred during the same evaporation test.  Test 11 

occurred due to a prolonged period in which the laboratory temperature remained constant at an 

increased temperature before cooling to a final equilibrium captured by Test 11b results.  From 

the above comparisons and discussion, it can be concluded that the open system model does a 

very good job at predicting the evaporation of pure ethanol droplets in a nitrogen environment.  

There is still an average over-prediction of 3.4% which can be attributed to underlying 

assumptions made in the model that may not be the best assumptions.  For example, the effects 

of vapor diffusion and mixing should be included in the model since it is possible that at higher 

droplet rates the assumption of a well-mixed vapor may not be true.   

 

5.5 Water Experiments 

 
As discussed in earlier sections, the uncertainties in measured values come from the 

accuracy in the FTIR measuring a consistent concentration for the same temperature, and from 

the accuracy in the calculated relation between absorbance and concentration.  This deviation 

was found to be ±0.025 ppm.  Error bars have been placed on each experimental data point, 

however, since the deviation is so small compared to the total concentration the error bars appear 

as a single hash near the center of each data point.  In addition, there is also an uncertainty in the 

final chamber temperature of ±0.458oC, which results in a model error of ±0.593 ppm (also seen 

as error bars located along model trend).  The full collection of all data collected during each 

water experiment is located in section A.3. 

Pure water droplet experiments had the advantage of true equilibrium data from 

psychrometric charts.  These known concentration-temperature data enabled a better certainty on 
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the absolute accuracy of both the experimental data and the open system model predicted values.  

 Based on pressure tests discussed in earlier sections, we would predict that the pure water 

experiment data would cluster closer to the closed system predictions.  Figure 24 confirms our 

predictions.  From earlier discussions we know that in an open system the system pressure is 

smaller than in a closed system model, and therefore, the open system model should predict 

larger concentrations than the closed system model at the same temperature.  In the figure below 

we see that the experimental data all lay either on or slightly below the closed system prediction.  

As in the ethanol comparison, the data also demonstrates the appropriate trend of increasing 

concentration with increasing temperature.   

 

Figure 24: Comparison of Water Concentration Experiments versus an Open System Prediction and a Closed 
System Prediction 
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5.5.1 Repeatability of Water Experiments 

 

In Figure 25 the repeatability of pure water experiments is highlighted by three tests all 

conducted with a continuous droplet rate of 100 drops/second.  The concentration profile results 

for Test #13, Test #14, and Test #18 all appear to follow the same trend as seen in the ethanol 

experiments. Each trend progresses with an initial surge of vapor being produced followed by a 

slow decrease in rate until the concentration reaches equilibrium despite droplets continually 

being added to the system.  In these experiments we observed in the first 100 minutes a spread of 

approximately ±20% as opposed to the ±2% spread seen in the ethanol tests, despite the 

closeness of the final temperatures.   From the data we see an expected data spread based on final 

vapor temperature, where Test #18 (with a final temperature of 24.3oC) has the highest 

concentration profile followed by Test #14 and Test #13 (each with a final temperature of 

23.6oC).  In comparing point-by-point between Test #13 and Test #14 we see that the two sets of 

data diverge due to their initial water vapor concentration at the start of their experiments but 

merge to < ±1% in 50 minutes.  
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Figure 25: Vapor Concentration Repeatability in Water Experiments 
 
 

Studying the temperature profiles of Test #13 and Test #14 in Figure 26 we note that the 

highest temperature (as presumed by the final temperature) was in Test #18, followed by Test 

#14 with Test #13 running the coolest profile of the three.  This arrangement, among the tests, of 

temperature profiles support the concentration profile arrangement.  So while, small differences 

did occur between the three water tests it can be concluded that they are certainly repeatable. 
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Figure 26: Chamber Temperature Repeatability in Water Experiments 
 
 

Over a temperature range of 0.7oC, among the three water experiments there was a 

corresponding concentration range of 0.30 ppm.  In the repeatability analysis, the highest 

temperature was associated with the highest concentration as would be expected. 

 

5.5.2 Theoretical and Experimental Comparison 

 

 Since there were eleven pure water experiments, and graphically displaying all the 

information would become extremely cluttered, the resulting graphical data has been separated 

into three plots.  The first, Figure 27, compares the five experiments run with a droplet rate of 
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100 drops/second.  From this figure, we have already discussed the variations between Test #13, 

Test #14, and Test #18; leaving Test #19 and Test #29.  Test #29 had the highest final 

temperature amongst the five experiments, and Test #19 had the next highest final temperature.  

Test #29 appears to have the highest concentration profile initially and at the end, but shows 

substantial fluctuations in between.  Most likely these drifting concentrations will be due to 

drifting vapor temperatures, but this will be shown later in the section.  Test #19, with the second 

highest final temperature, demonstrates the lowest temperature profile initially and then ramped-

up 2 hours into the experiment 

 

Figure 27: Vapor Concentration Comparison of All 100Hz Water Experiments 
 

Next, in Figure 28 are the concentration profiles for the three pure water experiments 

which used droplet rates of 300 drops/second.  The three tests, Test #27, Test #28, and Test #30, 

have final temperatures of 25.7oC, 25.8oC, and 27.2oC respectively.  Again, the three tests all 

demonstrate the typical concentration profile.  While all three have the same initial slope, Test 
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#27 and Test #28 equilibrate earlier than Test #30.  The profile order corresponds with the final 

temperatures for each test, with Test #30 (highest final temperature) the highest final 

concentration, followed by Test #28 and Test #27 which have nearly identical final temperatures 

and concentrations.  

 

Figure 28: Vapor Concentration Comparison of All 300Hz Water Experiments 
 
 

Finally, in Figure 29, we compare the remaining pure water concentration profiles (Test 

#15, Test #16, and Test #26) along with results from Test #13 (100 Hz case) and Test #27 (300 

Hz case).  Collecting the data in such a way we can clearly compare the trends between tests 

based on both final chamber temperature and droplet rate.  Test #15 has a droplet rate of 50 

drops/second and a final temperature of 24.0oC and Test #16 also has a droplet rate of 50 

drops/second but a lower final temperature of 23.4oC.  From Figure 29 we see that Test #16 has a 

slightly lower final concentration than Test #15 due to the temperature difference.  Their initial 

concentration trends do not appear to line up, as would be expected; from the first concentration 
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point we see a 3 ppm difference initial vapor concentrations due to differences in their respective 

laboratory ambient humidity.  This variation in initial concentration causes Test #15 to 

consistently lie above Test #16 in concentration profiles.  Moving upwards in droplet rates, we 

revisit Test #13 at 100 drops/second and Test #27 at 300 drops/second.  As would be expected 

Test #13 has a steeper slope than either Test #15 or Test #16, and does not have as steep of a 

slope as Test# 27.  Finally, Test #26 with a droplet rate of 1000 drops/second, reaches 

equilibrium within the first 20 minutes due to the high droplet rate.   

 

Figure 29: Comparison of Concentration Profiles between Various Water Experiments 
 
 

Figure 30 shows all the temperature profiles from each of the pure water tests, except 

Test #30.  Data from Test #30 was excluded from the figure because the temperature was 

manually maintained at the 27.7oC temperature with the film heaters.  This test was done to 

expand the temperature range for the pure water tests since equilibrium concentrations from each 

test could be numerically verified by comparison with psychrometric data.  Laboratory ambient 
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temperature did not allow for a large range of temperatures, maintained within 2.6oC, so Test #30 

expanded the range to 4.3oC.  The key observation from Figure 30 is that all the temperature 

profiles follow very similar trends.  Earlier we made a couple assumptions to explain the unusual 

behavior in Test #29.  In this 100 Hz test the concentration profile appeared to follow a drifting 

trend, in which it had the highest concentration profile initially but then crossed paths with other 

100Hz cases before settling at the highest concentration.  We assumed this fluctuation in 

concentration was driven by earlier fluctuations in temperature.  Looking in Figure 30 we see the 

temperature profile for Test #29 starts at 30oC but dropped below 24oC before increasing back up 

towards 26oC.   This rolling trend in chamber temperature directly affected the driving force for 

mass transfer by changing the equilibrium vapor concentration, which is why we see the 

temperature change followed closely by a proportional concentration change. 

 

Figure 30: Comparison of Chamber Temperature Profiles between All Water Experiments 
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It was important to confirm that the theoretical model demonstrated a similar 

concentration profile.  Below in Figure 31 experimental results from Test #13 were placed 

together with a closed system model data under the same conditions.  It is important to note that 

in representing the model results no parameter fits were performed.  The solid curve represents 

the closed system model prediction of a water droplet evaporating in an ambient air environment 

with a final vapor temperature of 23.55oC and a droplet rate of 100 drops/second.  From the 

graph we see that the model shows the typical concentration profile trend.  However, the 

predicted and experimental data flip-flop; initially the test data has a steeper slope, but the model 

has a longer slope, so the two cross after about 60 minutes and the model continues to predict 

larger concentrations than the test data  from that point.  This deviation could be a result of errors 

in properties such as density, viscosity, diffusivity, and temperature, and therefore adjustments in 

any of these parameters could decrease the deviation in the predicted results. 



 

 97 

 

Figure 31: Comparison of Concentration Profile between Closed System Model and Experimental Data for 
Water Test #13 

 
 

A comparison of the final experimental results, closed system model results, and 

psychrometric data for all the pure water droplet conditions is shown together in Figure 32.  The 

same data is also found in tabular format in Table 3.  In addition, the table contains a numerical 

measure of the deviation from the experiment results to the predicted model results, deviation 

from the experimental data to psychrometric data, and deviation from the model prediction to 

psychrometric data.   

In comparing the experimental data to psychrometric data there’s a maximum deviation 

of 2.71% in Test #15, and a minimum deviation of 0.64% in Test #26 resulting in an average 

deviation across all tests of 1.40%.  A positive deviation represented a measured concentration 

larger than the psychrometric concentration, where a negative deviation represented a measured 
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concentration smaller than the psychrometric concentration.  Under all but one test condition, 

Test #18, the experiment showed a larger concentration than from psychrometric data. 

Comparing the closed system model predictions to the experimental data there is a 

maximum deviation of 5.18% in Test #30, a minimum deviation of -0.01% in Test #13, resulting 

in an average deviation across all tests of 2.57%.  A positive deviation represented a predicted 

concentration larger than the experimental concentration, where a negative deviation represented 

a predicted concentration smaller than the experimental concentration.  Under all but one test 

condition, Test #15, the model showed a larger concentration than from experimental data.  In 

Test #13 the two sets of data showed nearly identical concentrations (deviation of -0.01%). 

Finally, deviations between the model predictions and the psychrometric data will be the 

summation of the previous comparisons.  The resulting maximum deviation was 7.10% in Test 

#30, the minimum deviation was 0.60% in Test #15, and the average deviation was 3.9%.  A 

positive deviation represented a predicted concentration larger than the psychrometric 

concentration, where a negative deviation represented a predicted concentration smaller than the 

psychrometric concentration.  Under all test conditions the model over-predicted the true water 

concentration from psychrometric data.   
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Figure 32: Comparison of Water Equilibrium at Various Temperatures between Psychrometric Data, 
Experimental Data, and Closed System Model predictions 

 
 

 

Table 3: Tabular Results of Water Droplet Experiments 
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In comparing across all the test cases, the overall experimental temperature range was 

4.3oC and showed a concentration range of 4.6 ppm, while humidity data showed a concentration 

range of 4.2 ppm, and the models predicted a concentration range of 5.7 ppm.   

From the above comparisons and discussion, it can be concluded that the closed system 

model does a very good job at predicting the evaporation of pure water droplets in an air 

environment.  There is still an average over-prediction of 4% which can be attributed to 

underlying assumptions made in the model that may not best describe the system.   

 

5.6 Multicomponent Experiments 

 

As discussed in earlier sections, the uncertainties in measured values come from the 

accuracy in the FTIR measuring a consistent concentration for the same temperature, and from 

the accuracy in the calculated relation between absorbance and concentration.  This deviation 

was found to be ±0.025 ppm.  Error bars have been placed on each experimental data point, 

however, since the deviation is so small compared to the total concentration the error bars appear 

as a single hash near the center of each data point.  In addition, there is also an uncertainty in the 

final chamber temperature of ±0.458oC, resulting in a ±3.04 ppm and ±0.490 ppm error in 

ethanol and water concentration prediction, respectively.  The full collection of all data during 

each ethanol-water mixture experiment is located in section A.3. 

 Based on the assumption that all ethanol-water mixture droplet experiments had to 

operate with the internal evaporation chamber at the same pressure as the ambient pressure, we 

would assume that when experimental results were compared to predictions from both an open 

system model and a closed system model that the data would cluster closer to the open system 
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predictions.  First we compare predictions from an open system and a closed system against 

experimental data for ethanol vapor concentration.  In Figure 33 and Figure 34 lines are no 

longer used to connect the data as seen in Figure 17 and Figure 24 for pure ethanol and pure 

water experiments, respectively.  This is because the data no longer represents the concentration-

temperature profile of the same fluid mixture, but rather the concentration of different mixtures 

at different temperatures.  In Figure 33 all experimental data except for the 20.975% ethanol case 

(Test #25) lie closer to the open system model prediction than the closed system model 

prediction.  In Figure 34 there are three tests in which the measured experimental condition lies 

closer to the closed system prediction than to the open system prediction, Test #22, Test #25, and 

Test #35.  However, in the majority of cases we can confirm that the experimental data indeed 

demonstrates the trends of an open system more than that of a closed system. From the two 

figures we also see a general trend that higher liquid ethanol compositions resulted in higher 

ethanol vapor concentrations and lower water concentrations.  In addition, comparing the two 

tests which had a 50% liquid mole percent (Test #23 and Test #22), Test #22 which had a higher 

final temperature also had a higher final vapor concentration of ethanol and water than measured 

in Test #23 which had a lower final temperature. 
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Figure 33: Comparison of Ethanol Vapor Concentration (in Multicomponent Droplet Experiments) Versus 
Open System Model Prediction and Closed System Model Prediction 

 

 

Figure 34: Comparison of Water Vapor Concentration (in Multicomponent Droplet Experiments) Versus 
Open System Model Prediction and Closed System Model Prediction 
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5.6.1 Theoretical and Experimental Comparison 

 

 To verify that the model could capture similar concentration profiles for a 

multicomponent fluid as had been captured in the pure fluid case; data from Test #31 was 

compared with time dependent concentrations from the open system model.  Figure 35 shows 

both the ethanol and water concentration profiles from experimental data and predicted data.  It 

is important to note that in representing the model results no parameter fits were performed.  The 

solid curve represents the open system model prediction of a 70.3 mole% ethanol - 29.7 mole% 

water droplet evaporating in an ambient air environment with a final vapor temperature of 

24.24oC and a droplet rate of 300 drops/second.  In Figure 35 we observe that the model slightly 

over-predicts the water profile, and slightly under predicts the ethanol profile.  However, if the 

total concentrations were compared we would notice that the model is predicting almost the same 

total concentration as seen from the test data.  This deviation could be a result of errors in 

properties such as density, viscosity, diffusivity, and temperature, and therefore adjustments in 

any of these parameters could decrease the deviation in the predicted results. 
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Figure 35: Comparison of Concentration Profile between Open System Model and Experimental Data for 
Multicomponent Test #31 

  

Figure 36 (below) is a collection of all the final concentrations for all the multicomponent 

fluid mixture experiments.  On the left y-axis is the final ethanol concentration while on the right 

y-axis is the final water concentration.  From the data we see that the predicted data is very close 

to the measured concentrations for all cases.  In most cases the model over-predicted the water 

concentration, while under-predicting the ethanol concentration; similar to the trend seen in 

Figure 35.  However, overall the model predicted the ethanol vapor composition better than the 

water vapor composition.  The reason for this is unclear, but one possible cause could be that in 

general water is a difficult fluid to model due to its polarity. 
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Figure 36: Comparison of Open System Model Predictions and Experimental Data for Multicomponent 
Droplet Experiment Vapor Concentrations of Ethanol and Water 

 
 
 In addition, Table 4 shows the numerical deviation between the open system model 

predictions for each test case and the experimentally measured concentrations.  A minimum 

deviation in ethanol concentration data was -0.5% in Test #34 and Test #35, the maximum 

deviation was -18.0% in Test #24, resulting in an overall deviation between ethanol data of         

-3.7%.  A minimum deviation in the water data was 2.3% in Test #21, and a maximum deviation 

of 21.7% in Test #22, resulting in an average deviation of 4.4%.   
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Table 4: Tabular Results of Ethanol-Water Mixture Droplet Experiments 
 
 
 While the mixed-fluid results showed a larger degree of deviation, overall the average 

deviation remained below 4.5%.  The increased deviation from pure fluid modeling to mixed-

fluid modeling was expected since the model algorithm and mass flux is more complicated in the 

mixed-fluid case than for pure fluids.   
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CHAPTER 6: CONCLUSION AND RECOMMENDATONS 

 
 The research has provided an in depth investigation into binary droplet evaporation 

behavior while reaching equilibrium concentrations.  This chapter summarizes the important 

conclusions that can be drawn from the experimental results and analysis.  Recommendations for 

future research are also given so that further improvements can be made in the future.  There is 

still work to be done to capture more of the system phenomena, for example the effects of liquid 

and vapor mixing and interaction between droplets, at which point the models can be used to 

predict evaporation behavior in sprays. 

 

6.1 Conclusions 

 

 The main goal of the research was to provide a fundamental modeling tool for the 

understanding of multicomponent system evaporation.  The research has focused on studying the 

evaporation of pure ethanol, pure water, and various composition mixtures of ethanol and water. 

The research indicated that pure water experiments provided similar results to known 

psychrometric data (less than 1.4% deviation) and an over-prediction by the closed system model 

of 4.0%.  In addition, the open system model showed an average over-prediction to experimental 

data of 3.4%.  Finally, the open system model used to predict the evaporation of the ethanol-

water mixtures showed an average under-prediction for the ethanol portion of -3.7% and an 

average over-prediction for the water portion of 4.4%.  It was shown that pure ethanol and pure 

water experiments could be repeated with good accuracy.  The slope of the concentration profile 

was also found to be dictated by both the droplet rate used and the heat loss (or change in 



 

 108 

temperature) of the evaporation chamber.  Experiments with larger droplet rates had steeper 

slopes and reached equilibrium faster.  In the comparison between predicted and experimental 

results it is import to note two things.  The first is that the parameters in the model were never fit 

to correspond with measured data, but were rather modeled based on the few inputs of 

temperature, pressure (open or closed), liquid mole fractions, and vapor mole fractions.  The 

second observation is that all predicted results appeared to have a systematic deviation from the 

experimental data, in which the model was always over predicting or under predicting.  This 

leads to the possibility that an error in one or more properties was the cause.  However, there is 

still a strong argument towards deviations also being caused by the assumption of a well-mixed 

vapor phase. 

 

6.2 Recommendations 

 

 As mentioned, there is still much to be investigated before multicomponent evaporation 

is fully understood.  Future research should focus on a more detailed determination of the data 

which could only be estimated at this time.   Improvements could be made in the experimental 

design and the experimental scope by including more automated control of temperatures and by 

broadening the test temperature, pressure and fluid mixture range. 

 While the current experimental design allowed for all the critical parameters to be 

monitored there are aspects of the design that if changed, would significantly increase the 

flexibility of the experiment.  Some changes would include a programmable heater for the 

evaporation chamber.  While the current design contained four film heaters, which performed 

well in heating the chamber, the design required that the power supply to the heaters be manually 
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adjusted in the case that a constant internal temperature was to be maintained.  This was a very 

tedious and inexact process with inevitable temperature fluctuations, not to mention that 

experiments which took 6-10 hours to run had to be monitored and adjusted constantly.  Had a 

programmable temperature controller been in place, the testing of a larger temperature range 

would have been more feasible.  The final design change would have been to outfit the reservoir 

in a programmable temperature bath.  That way the reservoir temperature could be monitored 

and controlled if necessary.  Currently, tests were run with room temperature reservoir fluid, and 

while room temperature fluctuations were assumed to play a minimal role in the temperature of 

the reservoir fluid, the available control would have been an increased certainty. 

 

6.2.1 Future Work 

 

 This, and similar, work is invaluable for the pursuit of more advanced alternative fluids.  

With the ability to customize a fluid for a specific application, comes a greater potential of 

improving the efficiency of processes.  In addition, this research brings us one step closer to 

manufacturing custom fluid mixtures for specific needs and regulations.  However, to get to this 

point more testing and analysis is needed. 

It would be suggested that future experiments be run over a larger chamber temperature 

range so that a more complete analysis of equilibrium behavior can be tested against the 

numerical model. With the use of a temperature controller for the evaporation chamber, the 

internal vapor temperature could be held constant, thus affecting the final equilibrium 

concentrations.   
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 To fully understand the droplet evaporation behavior it is proposed that a PDPA be used 

to study the droplet velocity and diameter.  This information could be used to better represent 

droplet size and velocity distributions.  Such analysis would need to be done for all fluid 

mixtures to determine the dependence composition plays on size and velocity.  In addition, the 

frequency at which the droplet generator is set should be varied to determine if droplet frequency 

plays a role in the size and velocity of droplets.  In addition, by altering the nozzle design the 

droplet diameter size ranges can be altered to test the effect on transient concentration behavior.  

In the case that research proceeded with additional fluids, it would be valuable to further relate 

the fluid surface tension to velocity and size from the droplet generator.   

 Furthering the study by including other fluids and fluid mixtures would lead to an 

increased generality in the evaporation model.  Therefore, from extending this study to other 

fluids it would be possible to increase the confidence in the numerical model. 

 It is believed that once an acceptable level of confidence is achieved in the 

multicomponent droplet evaporation model, that the model should be adapted for the case of 

spray evaporation.  Such a numerical model would take into consideration population 

distribution functions of droplet size, concentration and velocity.  Additionally, there would be 

significant interaction effects between droplets, which would dramatically vary the evaporation 

rate of each component based on its location within the spray cone.  Both the theoretical and 

experimental work would be complex to capture the unsteady evaporation of a multicomponent 

droplet in a spray environment.  Concurrently, research as to the heat transfer capabilities of 

fluids and fluid mixtures should be pursued.   This analysis could be accomplished by studying 

the CHF curves of fluid mixtures such as ethanol-water.  Since heat removal is not the only 

important aspect to choosing an alternative fluid it would also be necessary to evaluate the 
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compatibility of alternative fluids with spraycool technology and the electrical equipment spray 

cooling is used on. 

 The present research has indicated that there are still many areas which need to be further 

researched to provide a better understanding of multicomponent evaporation.  Multicomponent 

diffusion and evaporation phenomena are complex even in the simplistic case of single droplet 

evaporation because both the liquid and vapor effects must be evaluated simultaneously.  

Therefore, when interacting effects between droplets are also evaluated the numerical complexity 

increases because unlike in the single droplet case the vapor concentration gradient can be 

dramatically different for each droplet in the spray, and spatially unique contributions from each 

droplet can no longer be averaged together as a bulk contribution. 
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APPENDIX 

 

A.1 Nomenclature 

 
A ,   Absorbance 

a ,   Absorptivity 

B ,   Inverted binary diffusion coefficient 

b ,   Path length 

c ,   Concentration  

pc ,    Heat capacity  

D ,   Binary diffusion coefficients  

d ,    Diameter  

Ε ,   Van Laar binary interaction parameter  

Freq ,   Droplet frequency rate  

H ,   Enthalpy  

J ,   Molar diffusion flux relative to molar average velocity  

Κ ,   Characteristic constant for the evaporating substance 

k ,   Mass transfer coefficient  

L ,   Constant defined as baL ⋅≡  

MW ,   Molecular weight   

M ,    Mass (gram or kgram basis)  

m ,    Mass (mole basis)  

N ,   Molar flux relative to a stationary reference  
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n ,   Total number of species  

P ,   Pressure  

 �,   Modal invertible matrix  

R ,   Universal gas constant; 
Kmole

mPa
⋅

⋅ 3

314.8   

T ,   Temperature  

t ,   Time  

u ,   Velocity  

W ,   Liquid mass  

x ,   Liquid phase mole fraction  

y ,   Vapor phase mole fraction  

z ,    Direction coordinate  

Q ,   Arbitrary pure component property  

q ,   Arbitrary mass (or mole) fraction or component  

 

Greek Letters 

α ,   Heat transfer coefficient, thermal diffusivity  

β ,   Stefan diffusion bootstrap coefficient  

δ ,   Kronecker delta  

ε ,   Lennard-Jones parameter  

Φ ,   Mass transfer rate factor  

Γ ,   Thermodynamic factor  

γ ,   Activity coefficient  
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η ,   Dynamic viscosity  

κ ,   Boltzmann’s constant K
J231038066.1 −×=   

Λ ,   Determinacy coefficient parameter  

λ ,   Latent heat of vaporization  

µ ,   Thermal conductivity  

ν ,   Kinematic viscosity  

π ,   pi; 3.14  

ρ ,   Density of fluid  

σ ,   Lennard-Jones molecular diameter  

ς ,   Flux Ratio  

ϖ ,   Determinacy coefficient  

Ω ,   Lennard-Jones collision integral  

Ξ ,   High flux correction factor  

Ψ′ ,   First Antoine constant  

Ψ ′′ ,   Second Antoine constant  

Ψ ′′′ ,   Third Antoine constant  

 

Dimensionless Parameters 

Nu,   Nusselt number, 
µ
hL

  

Pr,   Prandtl number, 
µ

η pc 
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Re,   Reynolds number, 
η

ρLu
 

 

Subscripts 

1,   Ethanol property or parameter  

2,   Water property or parameter 

3,   Air (or Nitrogen) property or parameter  

a,   Air property or parameter 

b ,   Bulk phase property or parameter 

e ,   Equilibrium state property or parameter 

ep ,   Exposure property or parameter 

i ,   Component i  property or parameter 

j ,   Component j  property or parameter 

k ,    Component k  property or parameter 

l ,   Liquid phase property or parameter 

mass ,   Specifies mass units 

m,   Molecular property or parameter  

n ,   Component n property or parameter  

p ,   Droplet property or component 

v ,   Vapor phase property or parameter 

 

Superscripts 

• ,   Referring to the finite transfer rates 
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calibrated ,  Calibrated measurement 

new ,   Current value in a convergence loop 

calibratednon − , Non-calibrated measurement 

old ,   Previous value in a convergence loop 

ref ,   Reference state property or parameter 

sat ,   Saturation property or parameter 

total ,   Total property or parameter 

vap ,   Vaporization state property or parameter 

 

Miscellaneous 

,   Overall denotes average parameter 

∧ ,   Eigenvalues of corresponding matrix 

∆ ,   State change (final – initial) 

,   Denotes absolute value 

 

Matrix Operations and Notation 

( ) ,   Column matrix 

[ ] ,   Square matrix 

[ ] 1− ,   Inverse of a square matrix 

,   Determinant of a square matrix 

I,   Identity matrix 
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A.2 Mixed Fluid Computer Model: Closed System with Non-Condensable Air 
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A.3 Experimental Results: Graphical and Tabular 

 
Figure 37: Concentration and Temperature Profile Data of Ethanol Test #5  
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Figure 38: Concentration and Temperature Profile Data of Ethanol Test #7  
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Figure 39: Concentration and Temperature Profile Data of Ethanol Test #8 
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Figure 40: Concentration and Temperature Profile Data of Ethanol Test #10 
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Figure 41: Concentration and Temperature Profile Data of Ethanol Test #11 
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Figure 42: Concentration and Temperature Profile Data of Ethanol Test #12 
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Figure 43: Concentration and Temperature Profile Data of Water Test #13 
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Figure 44: Concentration and Temperature Profile Data of Water Test #14 
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Figure 45: Concentration and Temperature Profile Data of Water Test #15 
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Figure 46: Concentration and Temperature Profile Data of Water Test #16 
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Figure 47: Concentration and Temperature Profile Data of Water Test #18 
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Figure 48: Concentration and Temperature Profile Data of Water Test #19 
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Figure 49: Concentration and Temperature Profile Data of Mixture Test #20 
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Figure 50: Concentration and Temperature Profile Data of Mixture Test #21 
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Figure 51: Concentration and Temperature Profile Data of Mixture Test #22 
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Figure 52: Concentration and Temperature Profile Data of Mixture Test #23 
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Figure 53: Concentration and Temperature Profile Data of Mixture Test #24 
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Figure 54: Concentration and Temperature Profile Data of Mixture Test #25 
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Figure 55: Concentration and Temperature Profile Data of Water Test #26 
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Figure 56: Concentration and Temperature Profile Data of Water Test #27 
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Figure 57: Concentration and Temperature Profile Data of Water Test #28 

 
 

 



 

 153 

 
Figure 58: Concentration and Temperature Profile Data of Water Test #29 
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Figure 59: Concentration and Temperature Profile Data of Water Test #30 
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Figure 60: Concentration and Temperature Profile Data of Mixture Test #31 
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Figure 61: Concentration and Temperature Profile Data of Mixture Test #34 
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Figure 62: Concentration and Temperature Profile Data of Mixture Test #35 
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Figure 63: Concentration and Temperature Profile Data of Ethanol Test #37 
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A.4 Property Equations 

A.4.1 Diffusivity 
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A.4.2 Equilibrium (Van Laar Equation)        

2

112

221
212

2

221

112
121

[3]
21

[3]
12

1ln

1ln

                                                                                                                                        9994.0

                                                                                                                                         5054.1

−

−

�
	



�
�


+=

�
	



�
�


+=

=

=

xA
xA

A

xA
xA

A

A

A

γ

γ

 

[1] Welty, Wicks, Wilson, and Rorrer, Fundamental of Momentum, Heat, and Mass Transfer. New York: John Wiley & 
Sons (2001). 

[2] Bird, Stewart, and Lightfoot, Transport Phenomena. New York: John Wiley & Sons (2002). 
[3] Smith, VanNess, and Abbott, Chemical Engineering Thermodynamics. Boston: McGraw Hill (2001). 
 



 

 162 

A.4.3 Ethanol Properties 
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A.4.4 Water Properties 
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A.4.5 Air Properties 
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A.4.6 Nitrogen Properties 
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A.5 Experiment Design  

 

A.5.1 ActivePipette System and Signal Driver Interface (dimensions, specs, and screen shots) 

 
 

 
Table 5: ActivePipette System Design Specifications 



 

 166 

A.5.2 Data Acquisition  

 

 
Figure 64: ExceLINX Configuration Page 

 

 
Figure 65: ExceLINX Channel Scan Page 
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A.5.3 Thermocouple Calibration  

 

 
Table 6: Thermocouple Calibration Data at Three Different Bath Temperatures 
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Table 7: Thermocouple Calibration Calculations at Three Different Bath Temperatures 

 

 
Table 8: Type T Thermocouple Inverse Function Polynomial 
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Figure 66: FLUKE Thermometer Calibration Certificate 
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A.5.4 FTIR Calibration 

 

 

Figure 67: FTIR Concentration Calibration of Ethanol Peak 2900cm-1 

 

 
Figure 68: FTIR Concentration Calibration for Ethanol Peak 2987cm-1 
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Figure 69: FTIR Concentration Calibration for Water Peak 1558cm-1 

 

 
Figure 70: FTIR Concentration Calibration for Water Peak 1652cm-1 
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Figure 71: FTIR Measurement Repeatability Experiments Based on Water Vapor Concentration 

 

 
Table 9: Tabular Data of FTIR Reliability Experiments 
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A.5.6 FTIR Interface  

 

Figure 72: Macros Basic Program for FTIR Scan Loop 
 

 
Figure 73: OMNIC Bench Beam Focusing Interface 
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Figure 74: OMNIC Example Absorbance Output for Mixture Droplet Experiment 

 

 
Figure 75: OMNIC Absorbance Output for Mixture Droplet Experiment (Focused on Two Calibrated Water 

Peaks) 
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Figure 76: OMNIC Absorbance Output for Mixture Droplet Experiment (Focused on Two Calibrated 

Ethanol Peaks) 
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