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TWO DIMENSIONAL MESOSCALE SIMULATIONS OF PROJECTILE
INSTABILITY DURING PENETRATION OF DRY SAND
ABSTRACT
By Russell Daniel Teeter M.S.

Washington State University
December 2007

Chair: Yogendra M. Gupta

Projectiles penetrating geologic media can expedenstabilities characterized
by divergence from their initial path and projestdending. To gain insight into the
effects of geologic features on projectile inst&épila set of 2D non-continuum
(mesoscale) simulations which account for the geamature of sand was completed.
The physical features of dry sand were accountebdyf@xplicitly modeling and tracking
each grain of sand in the target created usingrbgram ISP-SAND. Penetration
simulations were performed using the Lagrangiartidboldy finite element code ISP-
TROTP. Projectile instability was examined usimgjgctile rotational momentum,
unbalanced off-axis forces, and projectile deviafrom path. Specific variables of
interest were penetration velocity, grain sizejrgdastribution, target porosity, inter-
granular friction, material properties, and sar@igrandomness. Results show that the
granular system can produce unbalanced radialsavbéch cause a projectile to become
unstable. In all cases where penetration velot#y considered, projectiles became
increasingly unstable as penetration velocitiessased from 0.5 km/s to 1.5 km/s. For

the cases considered, the effect of different tgyggperties on projectile instability have



been quantified with reference to a set of basaimailations. Throughout the
simulations, which consider an elastic penetraorscillation is seen with a uniform

length scale that correlates with the lowest ptdgebending mode.
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SECTION 1
I ntroduction

This work constituted the initial phase of an omgpeffort to develop insight into
possible causes of projectile instability when pieaiang dry granular media (sand). To
accomplish this, 2D finite element mesoscale sitiara of projectile penetration into
dry sand were conducted, and the sand grains wedelsd explicitly to account for their
response and interactions. A number of simulatweie performed to quantify the
effects of target parameters on projectile respofi$e work related to these simulations
is presented here.

1.1 Motivation

Penetration of geologic media has been long studittda focus on predicting
depth of penetration (DOP). Starting in the eighth century[1], Robins[2] and Euler
modeled penetration assuming that projectiles naetl along their initial paths and
experienced a constant deceleration. Since tmemder of different DOP predication
methods have been developed. These methods intied®ncelet[3, 4] method and
cavity expansion[5] methods to name two approachesiany cases, these types of
methods work well and accurately predict penetratiepth. However, there are a
growing number of cases where these simple modglarfd significantly overestimate
penetration depth.

As a new generation of earth penetrators are dpgd|laan emphasis has been
placed on increased penetration depth and decreaseage to surrounding structures.
Although these two requirements seem to be in apposone possible solution would

be to use relatively small size high velocity potiles[6]. To implement such a strategy,



a number of issues need to be understood. Oresétissues, and the topic of this work,
is a trend found in which projectiles become unstalhen they decrease in size or
increase in velocity[1, 7-11].

Projectile instability is characterized by seveladnt or failed projectiles as well
as projectile tumbling and deviation from the expdq@ath[8, 10, 11]. This type of
instability cannot be explained using the above D@#hods because unstable
projectiles violate the implicit assumption (in $keeapproaches) that projectiles remain on
a nearly straight path during penetration. Fas tbason, the approach taken in this work
was to simulate the early stages of penetratiamyusi2D approximation while taking
into account the particulate nature of the targetssoscale features. The term mesoscale
means that each randomly placed sand grain wadatedwas it moved and interacted in
the target. The inclusion of the sand grains erttodel is necessary because it provides
a realistic description of the sand media. Thaltieg) heterogeneous loading on the
projectile may cause the observed instability[12].

In these simulations, there are a number of vaggahich are not readily known.
For example, determining the coefficient of frictibetween two sand grains at high
relative velocities and large contact forces isswiple. Another feature that is not
readily known is the material description of a graf sand. Because there are a number
of parameters, like these that are unknown, trentraf this work was not to accurately
predict penetration depth. Instead, it was devalopnderstanding of the possible

features which can causes projectile instability.



1.2 Objective and Approach

This work is the initial phase of a project to argtand projectile instability
during penetration. To begin developing this ustirding, this work numerically
examined the effects of grain scale heterogenditisrgranular friction, grain size,
grain shape, target porosity, etc) on projectigpamse during high velocity (1500 m/s)
penetration of granular media. Specifically, thobgectives were completed:

1. To realistically model the grain scale features granular media.

2. To simulate penetration into the granular mediagisangent ogive projectiles.

3. To quantify the effects of grain scale featurepmojectile instability.

The first objective was completed using a Fortrasgmam ISP-SAND, adapted from
an earlier code written to produce polycrystaliinetal domains. ISP-SAND uses an
energy minimization technique along with Voronadellation to place and construct the
individual sand grains.

The simulations were carried out using the Lagramdinite element code ISP-
TROTP developed by Dr. Sunil Dwivedi. ISP-TROTRsexplicit multi-body wave
propagation code with a robust contact algorithnictvis a requirement for these
simulations. These simulations required consideratmputing power and ISP-TROTP
was run on an Altix 4700 super computer, utilizoegween 4 and 16 processors.

The effects of the mesoscale features on the gilgjeesponse were quantified in a
number of ways. The simplest method was by viswgdection of the simulation results.
If the projectile appeared to be tilted after oeagtration depth then it was likely
experiencing instability. Besides visual inspettia number of more quantitative

methods were also used to examine projectile ifgjabThese methods quantified the



projectile rotational momentum, lateral displacetwdrthe projectile center of mass, and

the average lateral force applied to the projectile

1.3 Organization of the Thesis

The ensuing sections provide the following inforimiat Section two presents
background information and cites instances wher{pator instability was found during
penetration of geologic media. Methods used tdagxgrojectile instability are
discussed, and an overview of the mesoscale isgive

Section three contains a description of the simangtrocedure. Topics such as
target boundary conditions, target parameters naeasures of instability are discussed.
Also, a discussion of the material models whichengsed is given

Section four has an in depth explanation of ISP-BAANd discusses the sand
placement method and the creation of the grain gégm Section four also includes a
verification of the numerical approach to produpecsfic targets as well as the meshing
procedures used for both the target and peneigatumetry.

Section five details the simulation results, disassthe effects of various
parameters on the penetration event and peneinstability, and also discusses a
possible cause of projectile instability. Finalgction six provides a summary and

conclusions.



SECTION 2
Background

A compilation of the relevant literature is presghhere. Section 2.1 discusses
various experimental results where penetrator Inigiahas been found. Section 2.2
discusses different explanations of projectileabsity found in the literature. Section
2.3 is a description and explanation of the medesimulation procedure developed by
Dwivedi[13] and used in this work.

2.1 Experimental Evidence of Projectile Instability

A number of authors have reported penetrator iflgiaturing penetration into
sand and geologic materials. In some cases, pirgglpenetrator instability was the
intent of the experiment. In others, the intenthaf experiments was to avoid unstable
penetration, but incremental increases in penetraelocity caused the penetrators to
become unstable.

Allen et al.[1] fired 13mm diameter steel projeesilwith length to diameter (I/d)
ratios of 10 into unconfined sand targets. Theegeptiles had conical nose cones with
varying nose cone angles. It was noted that toggtiles with nose cone angles less
than 90 degrees became unstable (the smaller gie due sharper the projectile) at
velocities above 600 m/s, deviating from straiggtihpand showing a decrease in
penetration depth. It was also noted that prdgscteft a trail of fine powered dust,
illustrating sand grain fracture.

Biele[7] fired 13 mm diameter projectiles with 7/d ratios and conical tips into
sand targets at 300 m/s and found that projeddilerged from their expected paths.

Byers et al.[9] displayed instability in a full $egrojectile with a diameter of 155 mm



and an I/d ratio of 10. The penetrator was firedmally into a hard lake bed using a
Davis gun at 300 m/s. The projectile had an ogivand became unstable leading to
catastrophic failure. Frew et al.[14] found bermglim steel and Aermet 100 projectiles
with diameters of 7.1mm and 12.7mm. These prdgschiad a 3 Caliber Radius Head
(CRH) nose geometry and I/d ratios of 10. Theyenged into limestone targets at 1600
and 1700 m/s and had initial pitch and yaw of tess 1 degree. Penetrators were found
to be severely bent and to diverge from the infi&th.

Savvateev et al.[11] fired tungsten alloy bulletthvdiameters of 4.7 mm and
steel bullets with diameters of 6 mm, and lengttigometer (I/d) ratios of 4.5 and 13.75
into dry sand at velocities ranging from 1.3 tord/& The recovered bullets were found
to remain on a nearly straight path (shown usingegs plates) but were highly
deformed, possibly melted (depending upon initinekic energy), and had tumbled
during penetration. It was also found that penietnadepth decreased after a critical
penetration velocity was reached.

Jones et al.[10] observed severe penetrator bemlih@mm and 12.7mm
diameter projectiles with I/d ratios of approximgte0. The 12.7 mm diameter projectile
was a steel ogive projectile and was fired intareghnd at 1500 m/s. The 4.2 mm
diameter projectile was an aluminum ogive projeciihd was fired into alumina power at
700 m/s. Both projectiles revealed similar bendipgn final inspection. Along with
bending, projectiles also deviated from their alipath.

As seen from the above reports of penetration @éxjgerts, there is a wide range
of cases where projectiles exhibit instability. ech of these cases, projectile instability

limited the penetration velocity at which projeesilcould be fired effectively into



geologic targets. To mitigate this limitation, tinederlying causes of penetrator
instability need to be understood.
2.2 Instability Explanations

Explaining the causes of projectile instabilityc@mplicated due to the intense
environment created during penetration. Duringgpetion, projectiles experience large
decelerations and can undergo intense heating[lli¢se two features as well as others
make obtaining data from the penetration evenicdilff Simulating unstable penetration
is also complicated because penetrators do natwall straight path during unstable
penetration. Thus, the degrees of freedom camatduced in the simulation using the
standard axi-symmetric approach[15, 16]. Furteemdard continuum approaches
cannot reproduce instability for initially normagmetration events because all applied
loads to the projectile will remain symmetric.

Even with the above difficulties, a few authoevé provided possible
phenomenological explanations of penetrator inbtglon geologic media. In
developing their explanations, authors focusedranad two types of instability. The
first type describes projectiles, mostly retainihgir shape, but veering off course. The
second type is characterized by severe projeatiheling or failure. Because these two
types have distinct features, different explanatibave been put forward for each.
Jones et al.[10] and Graham et al.[17] devel@pptbjectile stability criterion

for the case when penetrators show large amourisrafing. Their method is based on
the dynamic buckling of long rods[18-21]. They fbated that if the loads applied to
the penetrator were great enough to dynamicallkleube projectile then large amounts

of bending would occur causing projectile instapiliThe results of their buckling



analysis are valid only for solid rod penetratdrsanstant diameter. However, their
stability criterion was applied to two unstable gation events and produced reasonable
results.

Simonov and Osipenko[22] studied the case whenedgles retain their shape
but diverge from their path. In their analysigythuse the frame work of separated flow
to model penetration into elastic-plastic medideif calculations consider frictional and
normal forces which are focused at the nose cotigegbrojectile by the un-separated
target material. When the authors introduce aupeation to the forces at the projectile
tip the projectile can turn drastically and evetate a full 180 degrees. This analysis
illustrates the unstable nature of penetrators whertarget material is only interacting
with the tip of the projectile.

Bishop et al.[23] used the Arbitrary Lagrangiandtign (ALE) code Alegra to
model penetration of 7.1mm diameter 10 I/d ogiveeubprojectiles into semi-infinite
aluminum targets. Even though these simulationsalanvolve geologic media, they
are of some value. Two simulations of interesblag 4340 steel penetrators impacting
with a 2 degree angle of attack. Traveling at dped 570 m/s and 1580 m/s, the
penetrators show drastically different resultse penetrator with the lower
velocity performs much like a perfectly normal inspavhile the high velocity penetrator
turns and deforms so excessively that the simulagominates early. This result
indicates that small perturbations greatly increasmportance with penetration speed.

The above approaches are useful and make good asailable experimental
data. However, what is lacking is the detailedcdption of the geologic target being

penetrated. Because geologic media are intringibaterogeneous (or particulate), they



contain features which can contribute to projectitability. It is the inclusion of the
heterogenous features, inherent in geologic méudiagh the use of a mesoscale
simulation technique that serves as the basiseoivtirk reported here.

2.3 Mesoscale Description

While penetrating a geologic media such as sandptex interactions of a
system of heterogeneous interacting particles teeéd considered. This particulate
system cannot be properly described by complexmmamin models developed to model
two phase or porous materials[24-28]. Continuunde®such as the #+nodel[28] and
Resnyansky’s model[25] focus on mean stress vohatagionships completely
neglecting deviatoric stresses. Both dual-phasgefsavork by averaging the properties
of the two constituent materials (solid and voidtis case) for application in a
continuum framework. Because these models doxpicély consider the interactions
between the two phases, material surface effects asiwave reflections and complex
material interactions at interfaces are neglecitese types of continuum models are
not appropriate for penetration events in granoladia.

A mesoscale or particulate representation, shovigare 2.1, is the more
appropriate description of the target. This dggimn is completed by explicitly
considering individual constituents (grains) iraeget. In the mesoscale approach,
individual grains are allowed to interact with theeighbors and with the penetrator
during the numerical simulations. The mesoscapagrh automatically includes
phenomena which are related to complex partickractions and to local material

boundary reflections that occur in the bulk of thaterial. These complex phenomena



Figure 2.1: Penetrator positioned above a sanéttatgdividual sand grains and porous

regions are represented explicitly in the mesosappeoach.
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cannot be included in continuum simulations whaeegarticulate target is replaced by a
continuum.

Conducting mesoscale simulations is difficult aeduires two main elements. The
first component is a finite element hydrocode[28)able of simulating multi-body
contact, material nonlinearity, transient respoase, the boundary conditions applied to
each individual body. This requirement is fulfdley the finite element code ISP-
TROTP[13], developed and maintained at the Ingtitat Shock Physics (ISP) by Dr.
Sunil Dwivedi. To date, ISP-TROTP is a two-dimemsil (2-D) code. This issue is
discussed in the next section.

The second requirement is a preprocessor to raprdlyuce mesoscale target geometries.
This role is filled by the program ISP-SAND, deveda as part of this work from new
algorithms and portions of another code ISP-VORSP-SAND can produce targets

with variable grain size, grain size distributipoyosity, and granular clustering.
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SECTION 3
M ethodology

Although many different types of geologic media ef@nterest for penetration
studies, the present work is restricted to a padragranular material (dry sand). Dry
sand was chosen as the target material for thewoll reasons:

1. Penetrator instability has been observed experiatigruring penetration of

granular media.

2. Each discrete sand particle can be modeled usiayatable single phase
material model. Bulk material parameters are aatarally implemented by
considering targets at a granular level.

3. Because the granular media consists of a disce¢taf §odies, simulation of
penetration is facilitated without applying numatitechniques such as target
erosion or projectile erosion.

4. Target parameters can be changed by simply chatiggngiter-granular
properties of the grains or the grain morphologthimtarget.

The 2-D plane strain finite element simulation pdieaturing penetration in a
sand target can be seen in Figure 3.1. In thesdations, both the projectile and sand
grains have been scaled down from experimenta$ siZeis was done so that a
reasonable number (400,000) of plain strain tridergelements could be used while
retaining numerical accuracy. In all cases, tlogaatile is a 3.5 caliber radius head
(CRH) (discussed later) ogive projectile with agémto diameter ratio (I/d) of 3.85

where the length is defined
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Figure 3.1: A typical 2D projectile and sand targetated by ISP-SAND. The target has
a porosity of 30% and each grain is modeled aslsifmo phase change and non-
damaging) quartz. The projectile is hardened $taeing a tip modified 3.5 CRH

Projectile with an I/d ratio of 3.85 and is modeés=ihardened steel.
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from projectile tip to projectile rear surface. ellength of the actual simulated
projectiles is 1.7 mm, which is scaled down fronfiddisizes by about 10 to 15 times.

In many of the simulations, the sand grains conmyithe target range in size
from 45 — 75um. When scaled up by 10 - 15 times, these sandgyvaould be about .6 -
.9 mm representing a medium to coarse sand.

As stated previously, these simulations considBr@ojectiles and sand grains.
Physically this means that the projectile is noyknder and the grains are not closed 3-
D polygons. Instead, all the materials shown guFe 3.1 are rods extending to infinity
normal to the plain of the paper.

Selection of the finite element mesh size is cooapdid by the contact algorithm
and the simulation of a chaotic environment. ksthsimulations, a 10um mesh size was
used throughout; a justification is provided in epgix A. To give a scale of the mesh
size, there are four element faces across each fsmalection of the modified projectile
tip shown in Figure 3.1.

A standard feature of wave propagation codes isisleeof artificial viscosity [30-
33] to avoid formation of shocks and to remove Higlguency oscillations in the
simulations. In a mesoscale code, artificial vistyobecomes particularly important
because the contact algorithm cannot tolerate fnegluency vibrations. The artificial
viscosity values used here are typical values ase found to be acceptable for
mesoscale simulations by Dwivedi et. al.[13] whedisSP-TROTP to simulate shock
response in polycrystalline aluminum. The linead guadratic artificial viscosity terms

used here are listed in Table 3.1.
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Table 3.1: Artificial viscosity values

Linear Artificial Viscosity Coeff.

0.5

Quadratic Artificial Viscosity Coeff.

4.0
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3.1 Target Size and Boundary Conditions

Experimental evidence has shown projectile instghlithin one depth of
penetration [8]. Because of these findings, #dsumed that simulated projectiles will
show signs of instability within one complete depttpenetration. To simulate one
penetration depth, the target has to behave amiaisnite body during the simulation
time. To produce the required target dimensionarftil W in Figure 3.1), the size of the
sand box was fixed so that a projectile travelin§@0 m/s (lowest projectile velocity
requires the longest simulation time and the largeget) could complete one full length
of penetration prior to edge effects influencing imulations. The required target
depth and height were approximated using the elastve speed of quartz, and this
proved to be sufficient. Using this method, thendard target width was 7.076 mm and
the height was 3.538 mm.

Fixed boundary conditions were applied to nodegheateft, right, and bottom
edges of the target. However, these boundary tiondiproved unnecessary as the
particulate nature of the target slowed the trassion of stresses, and they never
reached the target boundaries during simulatioegim

Projectile placement was complicated by the chanpgurface geometry
depending on the grain morphology used. To produtgased results, the same
projectile placing procedure was used throughoaistmulations. First, the x location of
the projectile tip was positioned at the centetheftarget (W/2). Second, the y location
of the tip was found by placing the projectile abale target and moving it down until

contact was made between the sand grains anddjeztie.
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3.2 Penetrator Geometry

There are a large number of penetrator tip geoesetwhich have been used.
These include conical, bi-conic, power series, éah@give, secant ogive, elliptical, and
parabolic[34]. This work only considers tangenivegrojectiles. The ogive tip, shown
in Figure 3.2, is constructed by drawing two eqadli intersecting circles, creating a
surface of revolution from the intersecting geomwigtris the circle/tip radius and D is the
projectile diameter. With the ogive nose conerdli two types of projectiles can be
created. A tangent ogive is created when theilmtathere the tip and shaft of the
projectile meet (shoulder) are tangent to one amotfihis is not the case for the
alternative nose shape called a secant ogive, whenerojectile shoulder is moved
forward making the nose cone shorter.

The ogive geometry shown in Figure 3.2 is exprésseng Equations 3.1 and 3.2

below,
D+
P “TID (3.1)
D
y=\p" - (x= D +( =) (3.2)

where L is the nose length from tip to shoulder amslcentered at the projectile tip. In

this case y represents the upper curve of the giiigeip.
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Figure 3.2: Geometric construction of a tangemegrojectile
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Ogive type projectiles are often characterized byeasure called caliber radius head
(CRH) which is defined[35] as the nose cone ballieingth(tip to shoulder) divided by
the nose cone radius of curvatgre The higher the CRH value, the sharper the nose
cone. The smallest CRH value is 1 for which thegqmtile tip would be perfectly
hemispherical.

3.3 Material Models

As indicated earlier, single phase and relativatypée material models were used
to describe the individual grains in the mesossatilations. The complexity of the
simulations is not due to the material models lmet @ the interaction of thousands of
discrete interacting grains. The material modskdun this work are fairly standard
models, and the material properties were compileBwivedi [36] from various
literature sources. The material properties aradgyrain are not known precisely and
guartz properties were used. The purpose of thik was to simulate penetration into a
reasonable granular target and to determine therg=sathat facilitate projectile
instability. A brief description of the materialoatels is given next.

The steel impactor was modeled as an elasticiplsstid[37, 38] with material
properties taken from Dwivedi et al. [39]. In tiveear elastic region of the material the

stresses are represented using Hook’s law, showmetiemental form in Equation 3.3.
o =/1%+2,u£i (3.3)

In this cased and ¢ are Lamé material constants, V is the volume, anid the strain

in the three principal directions (direction wheheear stresses are not present).
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As is standard practice, stress can be considerebi separate portions[31]. Stresses
which contribute to a dilatation of the materiaydhostatic stresses) and the stress which

correspond to shear distortion (deviatoric stre§she material, shown in Equation 3.4,
g, =P +§ (3.4)
whereg; is the stress tensor (no longer in principal cauatés) and p is the mean
stress or pressuré is the identity matrix, andg; is the deviatoric stress tensor. The
mean stress p was modeled using the Mie-Grunecpaation of state (EOS) [31, 40-42]
which takes the form of Equation 3.5.

p = (Kp+ K + KoY a-—E) 1 pE (3.5)

The terms in the Mie-Gruneisen EOS are as follows, KK, are bulk modulus constants

and can be found in Table 3.R.is the Gruneisen parameter and can also foundliteT

3.2. The termp and E are material density and internal energynddfby Equation 3.6.

1
:E(K,u+ K2 + K ) (V, = V) (3.6)
Finally, 1 is a ratio of initial to final density as definbgl Equation 3.7.

p=P Vo g (3.7)

In Equation 3.7V andV, is the volume at the compressed and initial stalleEsviator
stresses are calculated using Equation 3.8.

S =2Ge (3.8)
In this model the material is assumed to havenstemt shear modulus G which can be

found in Table 3.2. In equation 3§j8is the deviatoric strain tensor.
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Plastic flow was incorporated through a Von-Miskssficity rule. Using this rule the
material transitions to elastic/plastic when tHeaifve stress (a measure of distortional
energy in the body) shown in Equation 3.9 exceddednaterials yield strength[31, 33,

37, 42].

3
T =155 § (3.9)

The yield strength used for the steel penetratarfisiction of effective stress and
was modified from the power form found in [39] t@ke a linearly increasing yield

strength. This manipulation can be seen in Figuse

1.6
51.4
gl.Z .
£ 11
£0.8
& 0.6
S04 = Power Law Yield Strength
> 0.2 -

0 ‘
0 0.5 1 15 2
Effective Stress

=L inear Yield Strength

Figure 3.3: Linear fit of power law yield strength

The material model for the sand grains employsstime stress decompositions
and Hook’s law relations as in the steel model abawth a few key differences. In the

sand grain model, the shear modulus is no longestaat and varies with mean stress.
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The relationship between the shear modulus anthdan stress can be seen in equation

3.10.
G=G+GP+GF (3.10)
Here G, G,and G are constants found in Table 3.3 &b defined by equation 3.11.
P=Ku+ K’ + K (3.11)
The parameters for these two relations were taioen Winey [43] and are from work
done on quartz single crystals.
The sand grain strength model is a time and meassstiependent overstress

model discussed in references [40, 44, 45]. The tlependency enters into the

calculation through the deviator stresses in eqonail2.

S :$ 1- 1—% % (3.12)

WhereAt is the current time incremenily, is the relaxation time, superscript i

denotes instantaneous values, and superscriptatedesquilibrium values.

The equilibrium yield strength is of a bilinearfimmwhich is a function of mean
stress rather than effective strain. These mat&rength properties as summarized by
Dwivedi[36] were taken from a number of sourceggeing to quartz[46-48]. Prior to
these strength parameters, material parametersvimhdone by Hari and Gupta[45] on
soda-lime glass were used. However, excessiverdatmn in the sand grains hampered
the simulations. Figure 3.4 shows a plot of theildzyium yield strength used in the

simulations, the numerical values can be foundahld@ 3.3 where the yield strength is

defined in the following way =/3J, .
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Figure 3.4: Mean stress dependent equilibrium ysélength
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Table 3.2: Material properties for the steel pectje

Properties Steel Unit
Density p | 7823.0 Kg/m
Shear Modulus G 77.50 GPa
Initial Yield Strength Y 1.160 GPa
Hardness Parameter M .120 GPa
Bulk Modulus K 163.9 GPa
First Order Bulk Modulus K 294.3 GPa
Second Order Bulk Modulus K 500.0 GPa
Gruneisen Parameter r 1.16 -
Pressure Cut-off K 0.0 GPa

Table 3.3: Material properties used for the quaatzd grains

Properties Quartz Unit
Density D 2648.5 Kg/m
Shear Modulus G 46.92 GPa
First Shear Stress Coefficient 16 1.873 -
Second Shear Stress Coefficient 2 G 3.459e-10 -
Midpoint for Mean Stress Dependent Yield 1Y 4.4 GPa
Yield with Zero Mean Stress B 2.353 GP;
Hardness Parameter with Mean Stress Dependeniék .667 -
Relaxation Time [} 3.5 ns
Bulk Modulus K 43.19 GPa
First Order Bulk Modulus K 156.2 GPa
Second Order Bulk Modulus K 48.6 GPa
Gruneisen Parameter Yo 675 -
Pressure Cut-off K 0.0 GPa
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3.4 Measures of I nstability

After one penetration depth, instability can bensgealitatively as a turning or
unsymmetric deformation of the projectile in mamges. To gauge the instability,
guantitative methods are required for establislaind comparing projectile instability. In
this work, whenever quantities are plotted overahtre penetration event they are
nondimensionalized by dividing the penetration Hdpt the penetrator length.
Penetration depth is considered as the deepedtqgigenetration on the projectile, and
the penetrator length refers to the initial lengthhe penetrator. This can become
important if penetrators experience large deforometi

One measure of instability is projectile deviatfoom its path. If during
penetration, the center of mass of the projechiletsslaterally it must have experienced a
non-zero lateral force. In some cases, plotstefahforce during penetration will be
presented.

A second measure of instability is characterizegtoyectile turning. To
guantify projectile turning, the rotational momemtof the projectile was calculated
throughout the simulations. The formula used toutate the projectile rotational

momentum at time t is shown in Equation 3.13
i=n
t t
Hi = (' xmy) a8
i=1

where i is a node in the projectile, r is the vectannecting the projectile center of mass

to node i, and\ andv, are the mass and velocity corresponding to node i.

A third method used to quantify projectile instapiis to average the lateral

forces applied on the projectile. As with projectiotational momentum, the closer this
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average is to zero, the more stable the penetratient was. The formula for calculating

the average lateral forces can be seen in Equatich
_ 1 i=n
Fx = Ez in (ti+l _ti—l) (3.14)
i=1

whereF,; is the x component of the lateral force for timegpstandt, is the time at step i.
It should be noted that equation 3.14 only holdgpfojectiles that remain nearly vertical.
A projectile fired in the x direction would havevery large value of, .

3.5 Parameters Studied

Mesoscale calculations increase tremendously thébeuof variables in the
simulations. In solely continuum simulations, stard properties of interest are material
properties. In mesoscale simulations, in addittomaterial properties, many other
parameters influence the final simulation restiere the focus was on the effects of the
mesoscale parameters. Continuum material propexiee not parametrically studied.

To understand the effects of the mesoscale pregesti projectile instability, a
baseline set of simulations was completed. Theacheristics of these simulations were
to some extent arbitrary, and are denoted as siion$al-6 in Table 3.4. Simulations 1-
3 were completed using the same sand target wigle tifferent projectile velocities.
Simulations 4-6 were similar to 1-3. However, tlveynsidered a perfectly elastic
penetrator in response to an interesting resutidan simulations 1-3, where the
projectile deformed more than expected at highargio

After completion of the baseline simulations, a emof variables were varied
and results compared against the baseline testsselvariables were grain strength,

grain size distribution, grain size, target pongsitoulomb type inter-granular friction,
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grain clustering, and the effects of random grdac@ment on instability. The results and
more details of the simulation parameters are ginedection five.

In the present study, a number of assumptions mewe. Essentially, these
assumptions constitute the limitations of this wakmajor assumption involves the use
of a two dimensional representation of the proljeend grains for a 3-D problem. A
second assumption or limitation is that therma@&8 have not been included in these
calculations. A third assumption or limitationth&t granular failure and penetrator

erosion were neglected.
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Table 3.4: List of Simulations

Projectile
Velocity |Projectile |Grain Friction
Grain Size|(m/s) Type Type |Placement |Porosity|(y)

1 J42-78 uym 500|Plastic  |Plastic |Regular 30% 0.3
2 J2-78 ym 1000Plastic  |Plastic [Regular 30% 0.3
3 K2-78 ym 1500|Plastic  |Plastic [Regular 30% 0.3
4 J42-78 ym 500|Elastic  |Plastic |Regular 30% 0.3
5 W2-78 ym 1000[Elastic  |Plastic [Regular 30% 0.3
6 J42-78 um 1500Elastic  |Plastic [Regular 30% 0.3
7 J2-78 um 1500Plastic  |Elastic [Regular 30% 0.3
8 J2-78 um 1500iElastic  |Elastic [Regular 30% 0.3
9 160 um 1500Plastic  |Plastic [Regular 30% 0.3
10 IGO gm 1500Elastic  |Plastic [Regular 30% 0.3
11 |84-156 gm 1500|Plastic  |Plastic [Regular 30% 0.3
12 |84-156 um 1500Elastic  |Plastic [Regular 30% 0.3
13 |42-78 ym 1500Elastic  |Plastic |[Regular - 2 30% 0.3
14 142-78 um 1500Elastic  |Plastic [Regular - 3 30% 0.3
15 |42-78 uym 1500Elastic  |Plastic [Regular -4 30% 0.3
16 J42-78 um 1500Elastic  |Plastic [Regular - 5 30% 0.3
17 |42-78 ym 1500Plastic  |Plastic |Clustered 30% 0.3
18 |42-78 um 1500|Elastic  |Plastic |Clustered 30% 0.3
19 |42-78 uym 1500|Plastic  |Plastic [Regular 40% 0.3
20 |42-78 um 1500Elastic  |Plastic [Regular 40% 0.3
21 |42-78 ym 1500|Plastic  |Plastic [Regular 30% 0.0
22 |42-78 um 1500Elastic  |Plastic [Regular 30% 0.0
3 Depths of penetration
23 42-78 ym 1500[Elastic  |Elastic [Regular 30% 0.3
24 42-78 um 1500Elastic  |Elastic [Regular 30% 0.0
Variable mass simulations
25 |42-78 ym 1500[Elastic  |Plastic [Regular 30% 0.3|Mass |Multiplied by 2
26 J42-78 um 1500Elastic  |Plastic [Regular 30% 0.3|Mass |Multiplied by 1/2
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SECTION 4
Mesoscale Target Creation

Modeling of a granular media during impact loadiaguired robust
preprocessing capabilities. In these simulati@thearain was modeled as a convex
polygon, and each polygon was considered as itsamntinuum body. When
constructing the grains, granular shape, grain@spéo, inter-granular friction, grain
size, grain size distribution, porosity, and gramuiregularity are important. These
variables were specified and controlled in the pegssing phase of the simulation and
gave rise to additional requirements.

4.1 Overview of Mesoscale Target Development

The development of the sand generation processovaiicted with the need to
represent a sand target as closely as possible.

1. Grain distribution: The generation method neeprtwluce targets containing

both large and small grains [6, 49, 50].

2. Porosity: The method should be able to produagetarcontaining variable

amounts of porosity [25, 26].

3. Random placement: grain placement needs to be mafwlounbiased results.

4. The grains need to be in a configuration.

5. Grain shape: the possibility of grain foldingn€ieased if the grains are
abnormally shaped or concave[51], this is not atad®e in the current simulation

framework.
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6. Boundary definition: Grains should be defined vatraight boundary segments
that are not smaller than the minimum mesh sizedimant for simulation
efficiency).

To speed the development of the target creatiomvaoé, a previously developed
code at ISP for creating polycrystalline metal domeavas used[52, 53]. The two main
portions of the original code used for this work #re Voronoi tessellation algorithm and
the Voronoi optimization algorithm. Other portioofsthe code are new and were written
specifically for this work. What follows is a bfieverview of the sand creation process
used in ISP-SAND.

The production of a realistic sand domain begirth grain site (GS) and void site
(VS) placement. Each GS corresponds to one gralreach VS corresponds to an area
of porosity. The placement of these points affétsfinal grain sizes and shapes. The
second process makes use of a Voronoi tessell&dp(§/T), a process that discretizes a
domain containing a set of points in such a watpascapsulate each point in a unique
discrete sub domain (grain). The third processesmodification of the VT to enhance
the ability to match the required grain size disttion. After modification, the sub
domains corresponding to VS’s are removed anddhimaining sub domains
corresponding to sand grains are then process€@UB}T (Sandia mesh generation
code) for meshing.

This process has been refined many times and apsatated in the code ISP-
SAND. Initially, the process required approximgt2#f hours to create targets with
20,000 grains and meshing with Cubit was not péssiGurrently, the code is capable of

producing a large number of sand grains (1,000,008)short time (2-4 hours).
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Meshing has also become possible due to a batdegsimg technique that has been
developed. In the following section, a detailedaigtion of the sand generation process
is given.

4.2 1SP-SAND

4.2.1 Initial Grain Site Placement

Grain sites are points that are used by the VTdafiche the locations of the
individual grains. Because the placement of tis&tes controls grain size, shape, and
porosity, the placement of GS plays a major rolheproduction of the target. The
creation of the grain placement algorithm was fated by a few assumptions:

1. Grains can initially be assumed to be circles wipecified grain diameter.

2. The number of grains needed to fill a target cdaddound by dividing the area of
the target by the area of the circular grains.

3. Placing grains in the target to minimize their eddiolerance conflicts would

result in the final VT producing grains with reaable diameters.

An initial attempt at grain placement spreads orahdomly throughout the
domain. The only placement criteria was on théengleameters associated with each GS.
For example, if 3 sites are placed in the doma®] @ould be randomly placed. GS2
would be randomly placed and checked for proximiity respect to GS1. If the average
of the two radii are greater than the distancel@jveen the two points, then point two
will be removed. If D is greater than the avereaphi, GS2 will be accepted. Next, GS3
will be randomly placed and proximity checked agtal of the previously accepted GS.

This process would be carried out until all of ¢nains are placed and checked. The
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points which are removed would then be randomlggdaagain until all of the sites are
placed in the domain or a specific number of plaesincycles had been reached.

This process was sufficient for generating grainsoonparable size. However,
the process failed to accurately reproduce a giamdistribution. Another drawback of
this process was that the method could only produams larger than those specified.
Consequently, a bit of guess and check work wagined|to make grains of a specific
size.

A second and more sophisticated process yieldedutrently used method for
placing points. This method uses an iterativenage to move the GS in a way that best
satisfies the overall grain diameters at each point

The first step in this process is the specificabbthe desired target properties:
target size, grain size, and porosity. With thi®imation, the number of GS needed to
fill the domain is calculated assuming circularigsa Each site is then randomly placed
throughout the target irrespective of the othemgra Porosity is addressed at this stage
by adding a number of void sites (VS). The VS hdieeneters smaller than the mean
grain size and are treated similarly to GS. Thiedince being that these sites represent
porous area. From this point forward, no distmctwill be made between grain sites and
void sites and all points will be called GS.

As GS are initially randomly placed, a great ddalverlap between the grains
can occur. In order to minimize this overlap, ¢in@ins are each assigned a potential
function in the shape of a Gaussian[55] and increadly moved in directions that
minimize their tolerance conflicts (overlap). Tpmcess is outlined as follows.

» Distance Checking: GS1 is checked for proximityhvavery other site.
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* Gaussian Assignment: If a GS is closer than tleease radii of the two points then a

tolerance conflict value is calculated as follows.

A Gaussian function is assigned to GS1 and is tesedale the magnitude of the GS

displacements. Figure 4.1 shows a 2-D representafithe Gaussian

function where the radius of the Gaussian fundsatetermined by the average
of the two grain diameters. The point labeled @GS®e point which is

encroaching upon GS1. The Gaussian function iseein Equation 4.1

2
1 [ 2mfx-x Py -y )
o? I+

2
G=e (4.1)

wherec’is the variance, assumed here to bexl,.y,, X;, Y, correspond to the
spatial location of the points being checked whjlandr; are the grain radii

assigned to the two points. It can be seen fromakgn 4.1 that if the two points

one on top of another, G will equal 1. If the fgsiare perfectly separated (their

separation matches their combined radii) then Gegiial2.6x 10° .

The direction that will most rapidly minimize tha@lérance conflict between the
grains is found by taking the gradient of the Gamssurface which gives the
direction of steepest descent[55]. The gradiethefGaussian is calculated at the

location of the encroaching GS using Equationsa#h®4.3.

o~ x)expl- Jo - ><2)20+2( %= W)°

o 2J7((% — % )2 + (Y- )20

(4.2)

33



[
/

0.4 =

GS2

0 L L AA/ L L 1 L L L L L L L L ]

-1 -0.5 0 0.5 |
Distance Between Grains, Normalized by the Grain radii

Overlap Function (Arbitrary Units)

Figure 4.1: 2-D Gaussian function centered at Q#llshowing overlapping GS2.
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(4.3)

- The direction vectors are then converted into wadtors. This vector is then
scaled by the previously calculated magnitude efGlaussian and stored for
future use as a conflict vector.

Loop through each point: This process is repeatgitithe conflict vectors for each

point have been calculated. GS with more thancomdict vector have their vectors

summed together to produce a composite confliciovebat gives the direction that
will minimize GS overlap.

Normalize: At this stage of the process, each GSahaector assigned to it that will

define the direction and the relative magnitudéhefGS displacement. Prior to

displacing the grains the vectors must be normalagethey were defined irrespective
to any scale. To do this, the vector with the mmaxn magnitude is found and used
as a scaling factor for the displacement of aleotirains. After scaling, the vector
magnitudes are all less than or equal to one. &testors are again scaled to
incorporate the length scale of the problem. Tihil scaling factor is 1/100 of the
average grain diameter.

Displacement: GS are displaced according to thisplacement vectors.

Iterate: The entire process is then repeated tingisystem reaches a local minimum

overlap value.

35



Snapshots of this process are shown in Figureda2igh Figure 4.5. These figures
show the GS after progressively more displacenterdtions. The arrows denote the
direction in which the points will be displaced aar@ proportional to the magnitude of
the displacement. By the 10@eration, an obvious structure can be seen. dbimeain

shown in these figures was specified to have 30f6Sity. The porosity is
manifested as the clusters of GS interspersedththarger GS.

Because grain placement is an explicit procespiistg forward), the size of
each step is important. If the points are mov&dge distance (corresponding to a large
final scaling factor) in one iteration, they wilbhconverge to a local minimum.
However, if the points are moved too small a distathe number of steps to
convergence will grow and increase the run timthefcode.

Figure 4.6 is a plot of overlap magnitude versegiions, and illustrates
convergence behaviors of different step sizes.hEgep size corresponds to the mean
grain diameter multiplied by a scaling factor. @rkce optimum scaling factor is
determined, it can be used for a domain contaigmagns of any diameter. The pink line
corresponds to the largest step size tested andrdgrates that convergence will not
occur when the scaling factor becomes too lardee lack of convergence is expected as
grains will not be able to take the gradual stepsonvergence. Instead, they will be
moved with large displacements that do not minintieetolerance conflicts between
grains. As the scaling factor decreases, the gramgverges quickly in less than 100
steps. As expected, when the step size is decréagbker, the overlap continues to
converge, but requires many more steps. Figurehlb@s that a scale factor ranging

between 1 and 0.1 produces the fastest convergence.
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Figure 4.2: Grain sites shown after initial ovprtdhecking. Vectors represent the
direction of displacement.
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Figure 4.3: Grain sites shown after 20 displacdriterations.
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Figure 4.4: Grain sites shown after 40 displacerterdtions.

-------

Figure 4.5: Grain sites shown after 100 displacdrnterations. Patterns can now clearly
be seen in the grain sites.
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Because GS greater than their average diameterdgpant interact, a significant
performance increase can be attained by selectivelgking for tolerance conflicts. A
minimal checking option was created to segmentalget into several smaller domains.
Segmenting the target enables the large domaia thdected into smaller domains
which have an edge length equal in size to th#t@maximum grain diameter. When
bisecting the domain in this manner, points nedd ba checked against sites located
within their specific domains and with the sitesadjacent domains (Figure 4.7). The
orange colored box contains sites being checketbferance conflicts and the green

boxes contain points which can possibly intera¢hwhose in the orange box.

To demonstrate the increase in speed, 356 GS &@&vbid sites were subjected
to 1000 iterations. When the selective checkigg@athm was implemented the domain
was segmented into 169 small domains and ran fmoapnately 17 seconds. Without
selective checking the algorithm ran for 194 sespad increase of nearly 11.5 times.
This difference in run time is dramatic and ince=awith the number of GS that are
placed. One unfortunate property of this typeahdin sorting is that with increasing
grain size distribution, the improvements are disfiad as sub-domains must not be

smaller than the largest grain radii.
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4.2.2 Modified Voronoi Tessellation

The second major process in the generation ofahd grains uses a VT.
A VT is a process that can be used to bisect aesiph@ a set of unique subspaces[54].
Figure 4.8 shows a simple schematic of the tessmil@rocess. In Figure 4.8 A the
grains sites that are to be tessellated are disglain this schematic view only the site
located in the center will be tessellated. Thaahstep in the tessellation determines the
nearest sites relative to the site being tessdlli@ee Figure 4.8B). Next, bisecting lines
are created at the midpoints between the centeasi the contributing sites as seen in
Figure 4.8C. These bisecting lines and theirgaetions, called Voronoi points (VP)
make up the tessellation of the center grain whitkhis case, takes the form of the
octagon in Figure 4.8E. This process can be paddron any arrangement of points
with the only restriction being that the pointsrd lie directly upon one another.

Figure 4.9 shows the tessellation of the GSs inrfeig.5 and demonstrates the
capability of the tessellation process. The tésseh shown in Figure 4.9 contains
grains sites as well as void sites and highlights aspect of the VT that is not desirable.
Due to the way in which the Voronoi tessellatioplieduced (perpendicular bisectors),
there is an averaging effect between borderingelargl small grains. When a small cell
is in contact with a large cell the two are distdrso that the large cell loses area and the
small cell gains area. In order to minimize tHfed, the tessellation goes though an
augmentation process which relocates the Voronoitpto best match the surrounding

GS tolerances.
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Figure 4.8: Schematic of steps used to producerarvddtessellation. A: Points that
will be tessellated, B: Neighbor search to defiortabuting points, C: Bisection of lines
connecting contributing points. D: Location of lig® intersections, E: Final tessellation
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Figure 4.9: VT of sites generated with ISP-SANDot®represent the sites and the lines

represent the VT. In this domain, the small sutezowill be removed to yield a porous

sample. Notice that the tessellation has an auegajfect on the grain size. Grains and

voids that border one another have been distont@dway that decreases the grain size
and increases the void size.
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The augmentation is carried out with an iteratigppraach that converges to a minimum
residual error. Figure 4.10 shows the differenevieen the Voronoi tessellation (green)
and the post augmentation tessellation (blue}hikicase, GS1 was assigned a smaller
radius during point placement than GS2 and GS®wd¥er, because a tessellation is
created irrespective of the point radii the Vorooells are distorted and not of the correct
size. The process to enforce the grain radii IksWNS:

* The association between each GS and VP are foungigure 4.10, the VP is
associated with GS1, GS2, and GS3 because itli¢iseoboundaries of their
Voronoi cells.

* The distance D between each GS and the VP are etheglainst the grain site
radii to produce error terms for each GS and V. pEine error term E between

GS1 and the VP is displayed in Equation 4.4,

Ecorve=y(GSL,~ VR +(GS,~ VP’ - & (4.9)

where the subscripts denote the x and y coordofatee points.

* A unit vector parallel to a line connecting the &fd GS is created and scaled by
the error term E.

* The error vectors created for each VP are addesthiegand the final error vector
is non-dimensionalized by the minimum grain diameteltiplied by .01.

* Each VP is then moved according to the correspgnctimposite error vector.

» The process of moving this point is repeated tihélerror vector becomes
approximately O denoting a minimum error betweéitha& surrounding GS and
the VP.

» The process is then repeated for each VP.
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The end result of this process can be seen in &i4url. In this augmented tessellation,
grain sites as well as void sites are easily distishable and match the input diameters
reasonably well (to be demonstrated later).

Two difficulties were discovered with the augmeittafprocess. First, the process is
capable of producing overlapping grains. This pbwas simply solved by combining
the two overlapping points and submitting the née/t® the augmentation algorithm.
Second is the issue of concave grains. Concaaitybe found in real sand grains [49,
50] and increases the likelihood of a grain foldupgpn itself [51]. This cannot currently
be simulated with ISP-TROTP. This problem is adsgleel by simply removing the point
causing concavity from the target. The resulihid ts straight faces where the concave
portions previously occurred. This simple solutworks well when concavity is
minimal. However, strangely shaped grains canrbdycred when concavity is extreme.
In this process, concavity is associated with tteadith of the size distribution between
placed points and can be minimized by keeping iteedifference between GS and VS
relatively small. Void sites that are % the sizéhe grains produce reasonable porosity
results. As can be seen in Figure 4.11, concaligs not appear, even when grains are
surrounded by voids 25% of their size.

As with the GS placement in the previous steptelsellation process can be
made more efficient by only considering the pooitsest to the point being tessellated.
To implement this strategy, the same approactkentas in the grain placement
algorithm of dividing the domain into a set of slaablomains. The sizing of these
domains is not as straightforward as in the gréaogment process. This is because there

IS not an exact criterion for point interactionoifs which may interact in the
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Figure 4.10: Optimization of Voronoi tessellatiofihe VP is shifted to minimize the
difference between the assigned radius of the @Shendistance between the GS and
the VP.
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tessellation could be farther away than their ayegrain diameters. To ensure an
adequate sub domain size, the sub domains werp direensions twice the size of the
largest grain diameter. To validate the adequéd¢lyeosub domain size, a number of
cases were run comparing tessellations with andonrttthe smaller sub domains. Each
case was found to yield the same tessellations dligiorithm increased the speed of
tessellation immensely. For example, when a tiedsel of 3,183 uniform sized grains
was completed, the tessellation which divided thvnain created 576 boxes and took 5
seconds. The undivided domain took approximat8y deconds. The necessity of this
optimization grows with the number of grains befegsellated. The sub domain size is
dependent upon the largest grain in the domairfortimately, the algorithm
effectiveness diminishes with increased grain dig&ibution or with a small number of
large grains in the domain.

With the tessellation phase completed the voidngrare removed from the
target, and VP that are closer together than beatésired mesh size are combined.
Combining points is a necessary step to ensurésh@dinite element mesh will not be
excessively small in any location. After these steps, the sand generation is complete
and ready for mesh generation.

4.2.3 Mesh Generation

These simulations used constant strain triangleshalere created in one of two
ways. If a course mesh was desired, a simple ihgomwas used which connected the
centroids of the grains to each of their associgffes, as shown in Figure 4.12. This can

produce mesh elements that are elongated wedtgesgrain has more than six divisions
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around its circumference or is distorted. If amedl mesh was desired, Sandia National
Laboratories code Cubit 9.1 was used. Initiallgsinng with Cubit was found to be
slow (possibly greater than 24 hours for 20,000ng)aand unreliable (caused the
workstation to crash). However, a substantiaédpacrease was achieved by meshing
each grain individually and disabling Cubits digpl@ndow. This process was
completed by creating a script file for each gralimese script files were then executed
in Cubit and produced a small mesh file for eactdsgrain. The small files are then
processed and combined to create the final meskshig in this way enables Cubit to
complete a job of 20,000 grains in approximateholir and also gives it the ability to
create meshes with millions of elements. An adukstefit is that numerous copies of
cubit can work on the same sand target, enabliagfficient use of a multi-core

workstation. A mesh produced in this manner spldiyed in Figure 4.13.
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Figure 4.12: Mesh produced by connecting VPs tongranters of area.

Figure 4.13: Tridelaunay mesh created using Cubit 9
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4.2.4 Process Validation

Due to the complexity of the process described apibvs necessary to compare
the initial specifications for the target with tlegsroduced in the finished product. The
two parameters that were initially specified wére grain size and target porosity. Grain
size is found by calculating the area of the geaid making the approximation that the

grain is equiaxed [56]. This allows for the diagreatf the grain to be calculated using
: . /4A L
the simple area of a circle equatidr=,|— . Target porosity is calculated by
T

subtracting the total area of the grains from #wangular target area as follows in
Equation 4.5
_A A
P= A (4.5)

where Aris the area of the target and i the combined area of the grains.

One test to demonstrate the code capability wasptat a uniform grain size and
a specified porosity value. In this case, a gds@meter of 6Am and a porosity of 30
percent were used with the over all target sizeifipd as a 5mm by 5mm box. The
finished target contained 6189 grains and a pora$iB0.32 percent. The mean diameter
of the grains was 59.87, and the grain size digiiob is shown in Figure 4.14. The
distribution shown in Figure 4.14 has a standandadi®n of 1.73im assuming that a
normal distribution, about 68%][55] of the graine,Wwithin plus or minus 1.48n of the

mean diameter. The sand grains produced in thiséa be seen in Figure 4.15.
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Figure 4.14: Grain size distribution for input @fén grain size. The mean grain size is
59.87 and shows close correspondence to input [@deasn
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A second test of the validity involves a targethaatdistributed sand size. In this
example, the porosity is again specified as 30gygrout instead of specifying a constant
grain size, grains ranging in diameter from 45 uifbare specified. The finished 5mm
by 5mm target contained 6189 grains and had a pps29.84 percent. When the
grain sizes were calculated, the distribution shawiRigure 4.16 was produced. The
grain size distribution had a standard deviatioB.@ffrom the mean diameter of
60.04um, which as expected, is much larger than the umifgrain size standard
deviation. The sand grains in this target candss sn Figure 4.17.

The above two tests demonstrate that for targeks30% porosity and moderate
grain size distributions, ISP-SAND produces targath correct grain sizes and

porosities.
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Figure 4.16: Grain size distribution for input & 45um grain size. The mean grain size
is 60.07um and shows close correspondence to pgrameters

Figure 4.17: Grains ranging in size from 45 — 75 um
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4.2.5 Regular and Irregular Grain Placement

Experimental characterization of sand samplegpcaduce data on grain size and
sample porosity[56]. These two properties are Ipalkameters and can be satisfied by an
infinite number of sand grain layouts. Without angdifications, ISP-SAND produces
targets with grains that are clustered togethedyrimg relatively large concentrations of
grains surrounded by large porous regions as caed@ Figure 4.15 and Figure 4.17.
To study the effects of targets with less grairstdting, a small change was made to ISP-
SAND. The addition was made to the grain placemafgdrithm and it changed the way
in which grains were placed in the target. Ingtendard technique, grains were initially
placed randomly throughout the target. When ttengk was implemented, the target
was divided into N subsections where N is the nurobgrains. Within each subsection,
one grain was randomly placed and V/N void sitegevpdaced where V is the number of
void sites. If the target could not be dividedmyeextra points were randomly placed in
the target.

When this change was implemented, grains stilsBatl the bulk distribution and
porosity parameters but were more dispersed thimmebeA test case is shown here with
the same parameters as given previously with 4pRTgrains. The grain size
distribution in the 5mm by 5mm target can be sedrigure 4.18 and compares closely
to the distribution shown in Figure 4.16. The &rgas calculated to have a porosity of
29.5% and a mean grain size of 6Qui® The standard deviation of this distribution is
8.6um which is close to the standard deviation in the distributed grains. Figure 4.19
shows the actual grains that were produced. Cangpé&igure 4.19 with Figure 4.17

shows that grains are more evenly spread and thngeers of grains no longer occur.
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Grains produced when this algorithm was implememtididbe referred to as regular
grains otherwise the grains will be referred telastered.
4.2.6 1 SP-SAND Conclusion

ISP-SAND was tested and it demonstrated the aldifyroduce large numbers of
grains (in excess of 1,000,000) that can reprodhymat grain sizes and porosities. ISP-
SAND can produce different grain layouts in whichigs can either be clustered or
evenly spread throughout the target. By chandiegriitial random seed used in the
grain placement algorithm, the code is able to pcedan infinite number of different
targets with relatively similar bulk parameters.
4.3 Projectile Properties

The projectile used in the simulations, showniguFe 4.20, was a tip modified
3.5 caliber radius head (CRH)[35] tangent ogive[3jjectile with a I/d ratio of 3.85.
The tip of the projectile is modified so thtat 60°. This modification was completed to
limit the deformation at the projectile tip. Siamimodifications can be seen in the
literature[57, 58]. The projectile, like the grajnvas meshed using Cubit 9.1. A number
of different meshing schemes were compared ancelButhay was determined to be
optimal. This assertion was made as no mesh lgiasid only minimal mesh seams (two
seams can be seen formed at the back end of tleetile) were produced. The mesh
used on the projectiles is the same size as tleat s the grains and consists of triangles

with edge lengths of approximately,if.
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Figure 4.18: Grain size distribution for input &-45um grain size. These grains were
placed initially in a more normal way than thosersa previous tests.

Figure 4.19: Grains ranging in size from 45ui% with more homogeneous porosity and
grains.
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Figure 4.20: Tangent ogive projectile with 10unamigular mesh.
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SECTION 5
Results and Discussion

This section displays and discusses the results fh@ numerical simulations. In
most cases, shap shots of the penetrator and sdingusand grains will be displayed
after one full depth of penetration. These ploislve discussed and the important
features found in them will be described. Plotthefinstability parameters calculated
during the penetration will be displayed and theows differences seen between
simulations will be highlighted. For each simubatithe average lateral force applied to
the projectile and the final x displacement for pinejectile are displayed in Table 5.1

5.1 1-3 Baseline Simulations (inelastic grains, plastic impactor at three velocities)

The baseline simulations, 1-3, considered eladéistig projectiles and inelastic
sand grains. The targets were all identical armtlahporosity of approximately 30%.
Sand grains ranged in size between 4pRT5 Inter-granular friction was implemented
using a Coulomb friction law with a coefficient @f.3. Snapshots of these simulations
at one depth of penetration (except the 1000 ns8)are shown in Figure 5.1 and Figure
5.2. These figures show the same three simulatismits with different contour values
being displayed. The 1000 m/s simulation did mbieve a full depth of penetration due
to a contact problem in ISP-TROTP. It is showitsatieepest penetration prior to the

contact problems (approximately 60% of one penetrdength).
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Figure 5.1: Plastic penetrator entering inelastarg at, left 500 m/s, center 1000 m/s,
right 1500 m/s. Showing contours of Y velocityyv&locity, and effective stress.
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Table 5.1: List of simulations displaying averadageral forces and final x displacements.

Projectile Average |x
Velocity |Projectile |Grain Friction|Lateral |Diplacement
Grain Size|(m/s) Type Type |Placement |Porosity|(u) Force (N)|(mm)

1 J42-78 uym 500|Plastic  |Plastic |Regular 30% 0.3 2950 0.0053
2 J2-78 ym 1000Plastic  |Plastic [Regular 30% 0.3 -38800 -
3 K2-78 um 1500Plastic  |Plastic [Regular 30% 0.3] -35390 0.0055
4 J42-78 ym 500|Elastic  [Plastic |Regular 30% 0.3 2850 0.0003
5 W2-78 ym 1000Elastic  |Plastic [Regular 30% 0.3 -19650 0.0004
6 J42-78 um 1500Elastic  |Plastic [Regular 30% 0.3] -58630 0.0054
7 J2-78 ym 1500|Plastic  |Elastic [Regular 30% 0.3 105000 0.0062
8 J42-78 um 1500Elastic  |Elastic [Regular 30% 0.3] 11240 0.0013
9 160 um 1500Plastic  |Plastic [Regular 30% 0.3] 25980 0.0062
10 IGO gm 1500Elastic  |Plastic [Regular 30% 0.3 102200 0.0157
11 |84—156 um 1500Plastic  |Plastic [Regular 30% 0.3] 67350 0.0126
12 |84-156 um 1500Elastic  |Plastic [Regular 30% 0.3 63800 0.0176
13 |42-78 ym 1500Elastic  |Plastic |[Regular - 2 30% 0.3 17720 0.0035
14 142-78 um 1500Elastic  |Plastic [Regular - 3 30% 0.3] -73590 0.0020
15 |42-78 ym 1500[Elastic  |Plastic [Regular - 4 30% 0.3] 41660 0.0045
16 J42-78 um 1500Elastic  |Plastic [Regular - 5 30% 0.3] 37950 0.0039
17 |42-78 uym 1500Plastic  |Plastic |Clustered 30% 0.3] -23670 0.0094
18 |42-78 um 1500|Elastic  |Plastic |Clustered 30% 0.3| -130700 0.0147
19 |42-78 um 1500Plastic  |Plastic [Regular 40% 0.3] 56280 0.0054
20 |42-78 ym 1500Elastic  |Plastic [Regular 40% 0.3 -30890 0.0012
21 |42-78 ym 1500|Plastic  |Plastic [Regular 30% 0.00 46200 0.0035
22 |42-78 um 1500Elastic  |Plastic [Regular 30% 0.0 13510 0.0001
3 Depths of penetration
23 42-78 ym 1500[Elastic  |Elastic [Regular 30% 0.3
24 |42-78 um 1500Elastic  |Elastic [Regular 30% 0.0
Variable mass simulations
25 |42-78 ym 1500[Elastic  |Plastic [Regular 30% 0.3|Mass |Multiplied by 2
26 |42-78 um 1500Elastic  |Plastic [Regular 30% 0.3|Mass |Multiplied by 1/2
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Figure 5.2: Plastic penetrator entering inelastarg at, left 500 m/s, center 1000 m/s,
right 1500 m/s. Showing contours of X Stress, &, and shear stress.

63



5.1.1 Inelastic Deformation of the Projectile

A notable feature in Figure 5.1 and 5.2 is tiereasing inelastic deformation of
the projectile with increasing velocity. The typledeformation shown here has been
seen by Forrestal et al. [58] who conducted revieadlestic shots using a gas gun. In
Forrestal’'s work, foundry core impactors were fiegdungsten projectiles and showed
increasing deformation with impact velocity. Howemhis large mushrooming effect is
likely not physical in semi infinite target pendtom as a number of other authors do not
report such deformation [1, 7, 9, 11, 14].

The large projectile deformation could be caused bymber of factors. One
reasonable explanation may be a flaw in the matexaaels being used. As stated
previously, the material model for a sand grainasknown. Another explanation may
be the lack of projectile erosion and grain fragetuNeglecting erosion and failure may
affect the penetration resistance of the medialeaud to the greater than expected
deformations. A third cause of the deformation rbayan effect of the 2-D geometry. 2-
D simulations may constrain the sand to displaakeuthe projectile in only two
directions. This may lead to a media that is nabffecult to penetrate.

Whatever the cause of the deformation, it can likergtood as a self-proliferating
process. As the penetrator becomes deformedp ilsdadens and the amount of
material which must be displaced increases. Thihér increases the penetration
resistance and the inelastic deformation of theeprator. To study the effects of target
parameters without such large projectile defornmstj@ach simulation used both

inelastic and elastic projectiles.
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The deformed projectile in the 1500 m/s case Heentan a wedge shape that is
not centered at the projectile axis. This strasgf@rmation is characteristic of a mesh
effect. To check if this feature was a mesh bafftt an alternate simulation was
performed. In this alternate simulation, the pctje mesh was changed by using a
different Cubit meshing algorithm. When the secsimiulation was completed, the
deformation fields were similar and the wedge poimthe deformed projectile occurred
at the same location. Upon examining step by siteplation snap shots it was found
that during the simulation, a region of empty splaceed under one portion of the
projectile and caused the formation of this defafrtip. This shows that this
deformation is not merely a mesh effect but caulmetthe sand target.

5.1.2 StressFingers

Another qualitative feature shown in Figure 5.1 &glire 5.2 is the presence of
stress fingers. Stress fingers are commonly segranular materials [59, 60] and are
caused by networks of individual grains which lugand transmit stresses along their
length. Stress fingers may be an important indicat instability as they are a direct
evidence of the inhomogeneous loads placed onrthegtile. When grains are not
symmetrically placed around the impactor, diffeewill be manifested in the size of
the stress finger networks. Large stress chawar&s allow for the efficient
transmission of stresses away from the projechtewill result in the application of
increased loads on the sides of the projectilds fifay cause deviation from the path and
result in projectile bending.

Another feature of interest is the deformation zaramund the penetrator.

Unfortunately, the 1000 m/s simulation terminatadye Comparing the zones in the
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500 and 1500 m/s cases is still informative. Tifected zone in the 500 m/s case is
larger than in the 1500 m/s case. This is readereabthe grains have had three times as
much time for displacment in the lower velocity siations. This added displacement
time may help to stabilize the projectile as thairgg have had added time to become
more homogonous.

5.1.3 Instability Measures

As previously discussed, a number of quantitatneasures were used to gauge
projectile instability. Figure 5.3 shows the ladefiorces in kilonewtons incurred by the
projectiles in the 500 and 1500 m/s simulationsoni=this figure it can be seen that the
500 m/s projectile experiences smaller lateralésrithan the 1500 m/s projectile. Also,
forces are applied evenly to both sides of ther&@9projectile while this is not the case
in the 1500 m/s projectile. This is demonstratedhe average lateral force applied to
the projectile throughout the simulation, presente@iable 5.1. The average lateral force
applied to the 1500 m/s projectile is more thamaer of magnitude larger than that
applied to the 500m/s projectile.

The total projectile deviation from its path aftere depth of penetration can also
be used as a measure of instability. These valeedisplayed in Table 5.1. In this case,
the deviation from the path for the two projectieselatively close. However, the
deviation from the path in these simulations iscobsd and may not implicate instability
but rather the large asymmetric deformation ofith@0m/s projectile.

Another measure of instability, the projectile taiaal momentum, is shown in Figure
5.4. Examining the projectile rotational momentsimows that, increasing projectile

velocity results in increasing rotational momentuihe rotational momentum shown is
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again obscured by the large inelastic deformatich@projectile. However, the trend of
increasing instability with increasing velocity raims when considering elastic
projectiles.

5.2 4-6 Baseline Simulations (inelastic grains, elastic impactor at three velocities)

As just discussed, elastic-plastic penetratorsialysgn unrealistic amount of
mushrooming. To investigate the stability of pobijes which retain their original shape,
plastic deformation was removed artificially byieasing the yield strength of the
projectile material. Figure 5.5 and Figure 5.6vg®@arious contour plots for simulations
4-6. These simulations again show the “fingeréeffseen in the elastic/plastic
simulations. In these simulations, the highestsstes are focused at the projectile tip and
are more localized than in the case with the higlefiprmed penetrator. Comparing
simulations 3 and 6 shows that the affected zareeaiound the projectile is similar in
size, but the elastic projectile has penetratenltim® highly stressed grains while the
plastic penetrator has deformed laterally.

The deformation in the affected zones of the higloeity simulations can be
gualitatively compared with experiments showrGrgntham et al. [61] who tracked the
deformation fields produced during penetration gsipeckle correlation methods.
Speckle correlation is a technique using X-ray cletde particles (lead) imbedded in a
media which can be tracked using X-ray camerascanelation software. This method
allowed the authors to study the deformation figlosund flat nosed projectiles during
penetration experiments into sand at 1500 m/sntBaan’s experiments have features

that are qualitatively similar to these simulati@amsl show material flowing initially
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Figure 5.5 Elastic penetrator entering inelastargg at, left 500 m/s, center 1000 m/s,
right 1500 m/s. Showing contours of Y velocityy&locity, and effective stress.
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Figure 5.6: Elastic penetrator entering inelastairgs at, left 500 m/s, center 2000 m/s,
right 1500 m/s. Showing contours of X Stress, &, and shear stress.
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vertically with the projectile and then laterallytavards as the projectile continues to
move into the media.

In these simulations, there is a region of higtlithgssed and compressed grains
directly under the undeformed projectile tip. Tbeation of this region is far away from
the projectile center of mass. Because of thesfahces created by this region on the
projectile have a large moment arm, and the aliitynpart large changes in rotational
moment to the projectile. This effect is seeniguFe 5.7 and can be compared with the
rotational momentum of the plastic projectile fiiatb the same medium shown in
Figure 5.4.

Lateral forces applied to the projectile through the simulations were plotted
for these simulations and can be seen in Figure Sidilar to simulations 1-3, lateral
forces increase with projectile velocity showingiatreased tendency towards instability
at high velocities. Also, with increasing velocihe forces become less centered about
the zero axis. The average lateral forces on tbegile show that increasing
penetration velocity causes the forces to beconre fiecused on one side of the
projectile than the other. This can be seen byparing the average lateral forces in

Table 5.1.
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Figure 5.7 Rotational momentum curves corresponttirige projectiles in simulations
4-6 showing greater instability at higher veloatie
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5.3 Effect of Sand Grain Strength:

To investigate the effects of grain strength tability, two cases were
considered in which the grains were defined adastie material (simulations 7 and 8 in
Table 5.1). Plots at one depth of penetration stgwelocity and effective stress
contours are shown in Figure 5.9. Rotational mdomarfor these two cases is displayed
in Figure 5.10.

In simulation 7 it can be seen that penetratiorstasce has increased and caused
larger deformation if the projectile than in theseaonsidering inelastic grains. In
simulation 8, there is a focused region of streggaths under the penetrator tip;
however, to a lesser extent than in case 6 witstielarojectile and inelastic grains. This
is notable because the penetrator shows less ilitstabd may allude to one cause of
instability: the formation of non-centered accuatigin of compacted soil particles under
the projectile tip. This type of formation woultcrease the amount of off-axis forces on
the projectile and cause instability.

The rotational momentum plots show that the prdgsctn these simulation are
relatively stable as compared to the previous waseinelastic grains. In this case, the
elastic-plastic projectile has received a relativatge amount of rotational momentum
as compared to the elastic penetrator case. Howng can again be explained by the
large asymmetric plastic deformation experiencethieyprojectile. The rotational

momentum of the elastic projectile remains low whempared to the previous cases.
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Figure 5.9: Plastic (left) and elastic (right) peators entering elastic grains at 1500 m/s.
Showing contours of Y velocity, X velocity, and eftive stress.
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5.4 Effect of Grain Size and Grain Size Distribution:

Sand grains have different shapes and sizes.roleghe effects of grain size
distribution, simulations 9 and 10 were performethw uniform 6@m grain size. An
interesting result occurred in simulation 10, asvahin Figure 5.11. It seems that the
grains were not able to shift and move as easily &% distributed grain size case. This
effect is manifested in the large cluster that fednunder the projectile tip.

It is clear that some numerical effects occur thiiience the cluster size and
shape. At this point, it is unlikely that grainsuld have failed (fracture). This said, the
simulation can be compared with the case consigelistributed grains. Although the
same type of clustering occurs in both cases,Itister size is much larger in this case.
As seen in Figure 5.11, the large cluster happebs ff axis from the projectile and
creates a large lateral force on the projectilsess in Table 5.1. The rotational
momentum of the projectile seen in Figure 5.12 alsmws the effects of this large cluster
as a large increase in projectile rotational monmment

In these simulations, the effects of grain size ¥eaind to have a marked effect
on instability. In simulations 11 and 12, projexiwere fired into grains ranging
between 84 — 156m. As seen from the angle of projectile tilt ig&iie 5.11, the larger
grains produce an increased amount of instabilfye instability caused by the large
grains is comparable to the instability causededase of uniform grains, even though a

large grouping of grains does not form.
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Figure 5.11: showing contours of effective stresfi:LElastic Penetrator into inelastic
60um uniform grains (Run 10), Right: Elastic Penetranto 84-156um grains (Run 12)
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Figure 5.12: Rotational momentum curves for A: Etagenetrator entering inelastic
60um uniform grains (Run 10), B: Elastic penetrataieeing inelastic 84-156m grains
(Run 12)

80



5.5 Effect of Random Placement of Sand Grains:

To probe the effects of variations in grain plaeemsimulations 13 — 16 were
completed. These simulations consider elasticeptidgs with initial velocities of 1500
m/s. Targets have similar porosity and grain digé&ibutions are those in simulation 6
but have a different granular arrangement. Thne@shots of these simulations are
displayed in Figure 5.13 and can be compared wghre 5.5. All the simulations have
similar “finger” patterns and show variable amounitsotational momentum displayed in
Figure 5.14. As expected, these simulations detraieshat different arrangements of
sand particles affect the simulation results. Heveinstability seems to still occur
regardless of the granular layout.

To further examine the effects of grain placemengets were modified to
produce grains with the same porosity and sizeibligion as before: but with larger
clusters of sand grains and larger regions of ergpége. These grains can be seen in
Figure 4.17. The rotational momentum results iese simulations (17 & 18) displayed
in Figure 5.15 show increased instability when cared to the cases with a more

uniform distribution of grains and porosity.
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Figure 5.13: Elastic penetrtor fired into Zrm&arets with random seed variation,
showing contours of effective stress. Runs 13ah8, 16.
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5.6 Effect of Porosity:

The porosity of sand is variable. To examinedfiects of target porosity two
simulations were given with 20% and 40 % poroslijpon testing the 20% porous
targets deformation was so severe the simulationklaot be completed. Simulations
involving 40% porous targets can be seen in Fi§uté and are given as simulations 19
and 20. The plastic projectile shows less defoonahan the 30% porous simulation
shown in Figure 5.5. Also, stress and deformdiieids surrounding the projectile are
greatly reduced. Figure 5.17 shows the rotatiom@hentum of the projectiles. It can be
seen that the elastic projectile displays lesabibty than in simulation 6 considering

targets with 30% porosity.

Effective Stress - 1
(3/25”5,,)”2 (GPa) 5 pos os

Figure 5.16: plots showing effective stress at degth of penetration in 40% porous
target Left: Plastic Projectile (Run 19), RightaHiic Projectile (Run 20)
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Figure 5.17: Rotational Momentum curves for plaatid elastic projectiles penetrating
40% porous targets.
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5.7 Effects of Friction:

The frictional coefficient acting between graingidg high speed sliding is not
known. Friction [62-64] can be governed by a nundfezffects including surface
roughness, contact velocity, localized heating, €wor this reason, in all other cases a
constant friction coefficient of .3 was used. &amine the effects of friction,
simulations 21 and 22 were performed with frictesd grains and penetrator. The
simulations shown in Figure 5.18 behave much lileshtigher porosity simulations.
Deformation of the elastic-plastic projectile wasluced and the instability in the elastic
projectile was reduced as demonstrated by theisaetmomentum shown in Figure
5.19. One apparent feature is the relative ladktreiss fingers. Compared with previous
cases (Figure 5.13) these two runs show fewer $tr@gsed chains of material

demonstrating a more homogeneous target aheaé pfofectile.

Effective Stress - 1 .

(3/28,5)"” (GPa) 55 o5 075
7

Figure 5.18: Plots showing effective stress ataeth of penetration in frictionless
targets Left: plastic projectile (simulation 21)gRt: elastic projectile (simulation 22)
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5.8 Deep Penetration Results

Up to this point only one depth of penetration hasn considered. It has been
shown that a single depth of penetration is endagthow the onset of instability.
However, in pursuit of further evidence of instéljltwo simulations were performed
that incorporated approximately 3 penetration depfrhese simulations have over
20,000 grains and 800,000 finite elements. Becaosgutation time becomes an issue
with simulations of this magnitude, the two runsigider elastic penetrators and elastic
grains. The target consisted of 42-78 um grairtk wiporosity of 30%. The only
difference between the two runs was the coeffiatéritiction which was 0.0 and 0.3.
These two runs can be seen in Figure 5.20. Tleetedf friction on instability is quite
apparent as the frictional penetrator on the gttt tilted to almost a 30 degree angle.
Rotational momentum plots shown in Figure 5.21 stwat in the frictional case the
projectile gains rotational momentum at a rateagréitan the projectile in the frictionless
case. This leads to the projectile in the fricilbcase having a greater angle of tilt than
in the frictionless case. Tilted projectile areedt evidence of projectile instability.
5.9 Examination of the Oscillations
An interesting feature can be found in many ofrtitational momentum plots that
consider elastic projectiles impacting at 1500 n¥his feature is a periodicity in the
rotational momentum seen in Figures 5.7, 5.10,,%12, 5.17, and 5.21. Periodicity
can also be seen in the lateral force plots showngure 5.8. In each plot, the
periodicity was seen to occur at roughly the sameguency. Thus, the oscillations may

correspond to the properties and geometry of tinefpator.
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Figure 5.20: Deep penetration runs showing contofiegfective stress, considering an
elastic penetrator and elastic grains. A: fricésis penetration displays little instability
B: frictional penetration shows instable behavior
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Figure 5.21: Rotational momentum curves of elgsticetrators impacting frictional and
frictionless targets up to 3.5 penetration lengths.
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5.9.1 Projectile Resonance

The physical phenomena that can cause such ésriBaare not understood.
However, it is useful to consider a projectile ontact with the sand grains, from the tip
of the projectile to the end of the projectile.tHis were the case, these oscillations could
be explained simply. The projectile could begimdtate and than be restored to its
initial orientation by grains acting on the projecshaft behind the center of mass. In
this case, this idea is incorrect. Looking atfigares of the penetration event, it can be
seen that the sand grains only contact the nogeeqirojectile. This being the case an
alternate cause of projectile oscillation must bestdered.

A possible solution to this question is that aresmt mode of the penetrator is
becoming activated. To test the feasibility oftliea, resonant frequencies for the
undamped free projectile were calculated by soldmegEigenvalue[16, 65] problem.

(IK]-e#[m])[p]=0 1)
[K] and [M] are the finite element stiffness andnped mass matrices, D is the
displacement matrix for the nodes ands the modal frequency in Hz.

This calculation was completed using a programtemitn Matlab [66] which can
calculate the Eigenvalues and Eigenvectors fostesy with a large number of degrees
of freedom. The code was validated by calculativegvibrational frequencies and mode
shapes for a beam and comparing them with thely@maounterparts. This validation
can be found in appendix B, the program itself lsariound in appendix C.

The lowest three vibrational frequencies for thejgxtile were calculated and are

shown in Table 5.2. Also shown in Table 5.2 areddpth of penetrations corresponding
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to one complete resonant cycle of the modes (asguanprojectile velocity of 1500m/s).
The first three resonant mode shapes are displayéidure 5.22 where the first two
modes correspond to projectile bending and the thinde corresponds to projectile
extension and compression. When these modes amgatced to the oscillations shown in
the rotational momentum plots, it can be seenttiafirst mode corresponds to the

oscillations, while the™ and 3 modes are not obviously visible.

Table 5.2: Projectile resonant modes

Frequency | Depth of Penetration
MHz per cycle

2] 5.278 A7

W 10.785 .084

@, 115 .078

w Massx 2 3.732 242

« Massx /2 | 7.463 121
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Figure 5.22: First three bending shapes arranged fowest (left) to highest (right)

showing contours of effective streasg S$

94



To further probe these oscillations, simulationsa@8 26 were performed. These
simulations have the same target and propertiéfsogs in simulation 6 with the variable
of interest being the projectile density. SimwatR5 has a projectile with twice the
density of steel and simulation 26 has a projeutitd half the density of steel. This
variable was examined as density affects the vdmat frequencies in beam bending
theories.

In the Euler-Bernoulli beam theory, bending freqeies are given by.

El

AT (5.2)

@w=q

Wherec is a constant, | is the projectile moment inefias the projectiles modulus

of elasticity, A is the projectiles cross sectioaada, and L is the projectile length.

Assuming that the projectile can be modeled witk éguation, doubling the density of
the projectile should decrease the modal frequemyré/\/a and halving the projectile

density should increase the modal frequencie\@).y Calculated lowest mode resonant
frequencies from the Eigenvalue analysis comparmtta/the beam theory.

When the rotational momentum plot shown in Figu&8 is examined, a
difference in the oscillation period can be sekmnthe interest of comparing these
oscillations with bending theory, a plot of radiadmentum is shown in Figure 5.24
where the oscillations are more apparent. Thaltaérthis difference is predicted by
beam bending theory. The denser projectile shawgedlations with a larger period and
the half dense projectile showed oscillations wtibrter periods. Approximate periods

were calculated from the points in Figure 5.24 aawl be found in Table 5.3.
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Figure 5.23: Calculated rotational momentum fajgetiles with different densities
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Figure 5.24: Calculated radial momentum for projestwith different densities

Table 5.3: approximate oscillation periods foriwas density penetrators
Density | Scaled Depth of
kg/ nt Penetration per Cycle

7823 2347

15646 .3154
3911.5 1790
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It should be noted that the calculated modes cporas$to a fully unconstrained
projectile. In the mesoscale simulations the mtdgewill be constrained by its
interactions with the sand grain; it is not knownateffect this may have on the bending
frequencies of the projectile.

These calculations cannot confirm the possibilftthe projectile resonating
during penetration. They also say nothing abostmance (if occurring) as a cause of
instability. However, the correspondence of theqakof oscillation found in the
projectile rotational momentum plots with the fibginding mode does support the idea of
projectile resonance. If projectile resonancecisuoring it supports the ideas of Jones et
al.[10] and Graham et al.[17] who predict projectitstability using a simple buckling

analysis.
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SECTION 6
Summary and Conclusions

During high speed penetration of granular mediajegtile motion becomes
unstable due to divergence from initial path orjgeble bending. To gain insight into the
causes of projectile instability, a set of 2D mesds simulations was conducted
accounting for the physical features in a sandetargn these simulations, the granularity
of the media was incorporated by modeling eachrelisgarticle as they moved and
interacted during the simulations.

The mesoscale simulations were carried out usie@h Lagrangian finite
element code ISP-TROTP. The discrete sand tawgsts created using the code ISP-
SAND, developed as part of this work. ISP-SAND capidly produce sand targets
containing millions of sand grains with random nmwiogies.

Using the above capabilities penetration simulatiwere conducted and the
effect of target parameters on projectile instapivas examined. Projectile instability
was quantified using projectile rotational momentawerage lateral forces applied to the
projectile, and final projectile deviation from tegpected path. It was demonstrated,
through 2D simulations, that target granularity pamduce projectile instability even for
normal impact on the target.

Simulations predicted known phenomena such assdiregers and highly
compacted target regions under the projectile 8pnulations considering elastic/plastic
penetrators over-predicted projectile deformatidhis may be due to deficiencies in

material models, a lack of penetrator erosion aathgragmentation, or 2D effects.
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The heterogeneous response inherent in the mesasoallations, results in
unbalanced forces on the impactor causing instalaihd deviation from the vertical path
that increases with impact velocity. The simulasi@arried out in this work showed the
following features of penetrator instability:

* Increases with projectile velocity

» Decreases with porosity

* Increases with grain size

* Increases with inter-granular friction coefficient

* Increases with uniform grain size distributions

* Is minimally affected by the random placement afdsgrains with similar
distributions

» |s affected by changing the distribution of graamsl porosity

In many of the cases, the rotational momentusts@how oscillations with a
similar length scale during penetration at 1500. nf/sese oscillations were found to
correlate with the first unrestrained bending moftithe projectile, and they follow
expected trends predicted by the Euler-Bernoublinb¢heory (change depending upon
projectile density). These two results suggesiegtibe resonance; however, further

work is required to confirm this phenomenon anddtermine its effects on instability.
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Appendix A: Finite Element Mesh Size Selection

To probe the effects of mesh size on the simulatsalts, two simulations were
run keeping all things constant varying only thesmsize in the penetrator. The
simulations were run using the materials propegiesn in Table 3.1 and Table 3.2. The
constant simulation parameters included an inelg&metrator entering inelastic 60um
grains at 1000 m/s. Mesh sizes used in the peoetraere 10 andién.

Upon analyzing the results of the simulations isvi@und that there was some
difference in the final result. This is as expdct&hese simulations are considering
chaotic grain interactions and because of this)lsshanges in grain morphology or
mesh size can have a large effect on the finaltre#\s this is expected, in this work an
emphasis has been put on the trends seen in thiesregher than phenomenon seen in
each individual result.

Figure A.1 and A.2 show the results for the 10 apth mesh sizes at
approximately .4 depths of penetration. This timas chosen as contact problems arose
in the 5um mesh sized projectile after this time. It carsben that the deformation
fields have some differences and that the progeutith the fine mesh is showing strange
deformations at the tip where single elements t@eeme highly deformed and protrude
from the penetrator. Figure A.3 shows rotationahmntum plots from the two cases. It
can be seen that the trends are reasonably supilary the termination point for theubn
mesh simulations. However, trends may continugtbyv apart at further times.

Small perturbations added to the initial simulasi@an cause differences in the

final simulation results. Also these perturbaticas be added from various factors such
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as grain morphology, mesh size, mesh structurigglipienetrator position, as well as
others. To eliminate mesh size as a variableglesmesh size was used. Due to the
unrealistic deformation features (mesh folding)fdun the 5um mesh size penetrator a

mesh size of 1am was used through out the simulations.
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Figure A.1: Snapshot at .65 us showing the defaondteld in the 1@m mesh size
penetrator and grains.
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Figure A.2: Snapshot at .65 us showing the defaondield in the Jum mesh size
penetrator and grains.
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Figure A.3: Rotational momentum curves emphasipnagectile mesh size effects.
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Appendix B: Vibration Mode Code Validation

The Finite Element Program (FE) used to calculageptojectile vibrational

modes was written using Matlab and can be fourappendix 3. To verify that no

programming mistakes were made and that the mashsmlind, the code was used to

calculate the first three bending modes for thélemm of a cantilever beam.

The beam was fixed at it left side and had dimerssaf .1 m high, 1 m deep, and

5 mlong. The slenderness ratio of the beam wandng Euler-Bernoulli beam theory

applicable. Using beam theory Bottega [67] ane#ty calculated the first three

bending modes for this problem, results can bedanable B.1 in the analytic row.

The first three bending modes of the beam wereautatted using three different

mesh sizes of 50, 25, and 10 mm. Results for tbalsellations can again be found in

Table B.1 and compared against the theoreticakgali\s the mesh is refined the FE

calculations converge to the theoretical valuelzanck a relative error of less than 1.008

for the lowest mode. The first three calculatedimnshapes can be seen in Figure B.1

and conform to theory.

Table B.1 Bending modes for a cantilever beam

Solution @ Hz Error g w, Hz Error w, w, Hz Error a,
Analytic 20.57 - 128.9 - 361.0 -

50 mm mesh 25.468 1.238 159.3 1.235 440.6 1.231
25 mm mesh 21.66b 1.053 135.4 1.050 378.35 1.048
10 mm mesh 20.72/7 1.008 129.7 1.006 362.26 1.004
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Figure B.1 First three calculated bending modes showingarostof effective stress
(arbitrary units)
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Appendix C: Matlab Bending M ode Program

%Eigen Solver for to find structural bending modes
strain triangle finite elements

clc

clear

format long

fid=fopen('ogive.mesh’, 'r');%Read in the mesh
val=fscanf(fid, '%d %d', 2)

pts=fscanf(fid, '%oe %e’, [2,val(1)]);
con=fscanf(fid, '%d %d', [3,val(2)]);

pts=pts'’;

pts=pts/1000.0;%convert to meters

con=con’;

cnta=0

fclose(fid);

%produce materail properties matrix
Kmod=163.9e9;%Pa

Gmod=77.5e9;%Pa

ro=7823.0*2
Emod=9*Kmod/(1+3*Kmod/Gmod);
poi=(1-2*Gmod/(3*Kmod))/(2+(2*Gmod)/(3*Kmod));
%poi=0.0
E=[1.0-poi,poi,0;poi,1.0-poi,0;0,0,(1.0-
2.0*poi)/2.0]1*Emod/((1.0+poi)*(1.0-2.0*poi));

K(2:val(1)*2,1:val(1)*2)=0.0;
mass(1:val(1)*2,1:val(1)*2)=0.0;
Atot=0.0;

for i=1:val(2);

%Formulate B matrix for CST
B(1,1)=pts(con(i,2),2)-pts(con(i,3),2);
B(1,2)=0.0;
B(1,3)=pts(con(i,3),2)-pts(con(i,1),2);
B(1,4)=0.0;
B(1,5)=pts(con(i,1),2)-pts(con(i,2),2);
B(1,6)=0.0;

B(2,1)=0.0;
B(2,2)=pts(con(i,3),1)-pts(con(i,2),1);
B(2,3)=0.0;
B(2,4)=pts(con(i,1),1)-pts(con(i,3),1);
B(2,5)=0.0;
B(2,6)=pts(con(i,2),1)-pts(con(i,1),1);
B(3,1)=pts(con(i,3),1)-pts(con(i,2),1);
B(3,2)=pts(con(i,2),2)-pts(con(i,3),2);
B(3,3)=pts(con(i,1),1)-pts(con(i,3),1);
B(3,4)=pts(con(i,3),2)-pts(con(i,1),2);
B(3,5)=pts(con(i,2),1)-pts(con(i,1),1);
B(3,6)=pts(con(i,1),2)-pts(con(i,2),2);
%Calculate Area of the CST
A=.5*det([pts(con(i,1),1),pts(con(i,1),2),1.0;pts(c
,2),2),1.0;pts(con(i,3),1),pts(con(i,3),2),1.0]);
B=B/(2.0*A);

Atot=Atot+A;

%Produce the Mass Matrix
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mass(con(i,1)*2-1,con(i,1)*2-1)=mass(con(i,1)*2-1,c
1)+ro*A*1.0/3.0;
mass(con(i,1)*2,con(i,1)*2)=mass(con(i,1)*2,con(i,1
mass(con(i,2)*2-1,con(i,2)*2-1)=mass(con(i,2)*2-1,c
1)+ro*A*1.0/3.0;
mass(con(i,2)*2,con(i,2)*2)=mass(con(i,2)*2,con(i,2
mass(con(i,3)*2-1,con(i,3)*2-1)=mass(con(i,3)*2-1,c
1)+ro*A*1.0/3.0;
mass(con(i,3)*2,con(i,3)*2)=mass(con(i,3)*2,con(i,3
Kelem=A*transpose(B)*E*B;%K for the element
%build K with Kelem
for j=1:3
for m=1:3
K(con(i,j)*2-1,con(i,m)*2-1)=K(con(i,j)*2-1
1)+Kelem(j*2-1,m*2-1);
K(con(i,j)*2,con(i,m)*2-1)=K(con(i,j)*2,con
1)+Kelem(j*2,m*2-1);
K(con(i,j)*2-1,con(i,m)*2)=K(con(i,j)*2-
1,con(i,m)*2)+Kelem(j*2-1,m*2);

K(con(i,j)*2,con(i,m)*2)=K(con(i,j)*2,con(i,m)*2)+K
end
end
end
solve=2
if(solve==1)%Solve for with constraints (used to co
problem)
%find u constraints
ucon(1:val(1)*2)=0;
u(1:val(1)*2)=0.0;
for i=1:val(1);
if(pts(i,1)<-10.00001)%impose displacement
u(i*2)=0.0;
u(i*2-1)=0.0;
ucon(i*2)=1;
ucon(i*2-1)=1;
cnta=cnta+2;
end
end
%find F constraints
Fcon(1:val(1)*2)=0;
F(1:val(1)*2)=0.0;
load=1000000.0;
nds=0
for i=1:val(1);
if(pts(i,1)>100.9999)%find nodes that will
nds=nds+1
end
end
for i=1:val(1);
if(pts(i,1)>100.9999)%Apply loads to the me
F(i*2)=load/nds;
%load=load+F(i*2-1)
Fcon(i*2)=1,
end
end
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on(i,1)*2-

)*2)+ro*A*1.0/3.0;
on(i,2)*2-

)*2)+ro*A*1.0/3.0;
on(i,3)*2-

)*2)+r0*A*1.0/3.0;

,con(i,m)*2-

(i,m)*2-

elem(j*2,m*2);

nstrain the beam

constraints

have applied loads

sh



%find constrained stiffness matrix
KF(1:val(1)*2-cnta,1:val(1)*2-cnta)=0.0;
massF(1:val(1)*2-cnta,1:val(1)*2-cnta)=0.0;

Fsrt(1:val(1)*2-cnta,1)=0.0;
cnta=0;
cntb=0;
for i=1:val(1)*2
i/(val(1)*2)
if(lucon(i)==1);
cnta=cnta+1;

continue
end
cntb=0;
Fsrt(i-cnta,1)=F(i);

for j=1:val(1)*2
if(lucon(j)==1);
cntb=cntb+1;

continue
end
KF(i-cnta,j-cntb)=K(i,j);
massF(i-cnta,j-cntb)=mass(i,j);
end
end
%UFin=inv(KF)*Fsrt;
cnta=0;
%for i=1:val(1)*2
% if(lucon(i)==1);
% cnta=cnta+1,
% continue
% end
%u(i)=UFin(i-cnta);
%end
dpts(val(1),2)=0;

cnta=0.0
% for i=1:val(1);
% if(lucon(i)==1);

% cnta=cnta+1;
% continue
% end

%dpts(i,1)=pts(i,1)+u(i*2-1);
%dpts(i,2)=pts(i,2)+u(i*2);
% end
%for i=1:val(1)*2
% if(Fcon(i)==1)
% u(i);
% end
% end
[V,D] = eigs(KF,massF,50,'sm");
end
if(solve==2)%unconstrained body
%KF=K;
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%massF=mass;

cntb=0;

cnta=0;

ucon(1:val(1)*2)=0;
u(2:val(1)*2)=0.0;

opts.tol=1e-50;

[V,D] = eigs(K,mass,50,'sm',opts);

end
clear K mass KF massF

for i=1:6%val(1)*2-cnta

if(D(i,i)<inf)
i
sqrt(D(i,i))
end
end

%calculate theoretical W's for a cantilever beam
w1=3.516*(Emod*(.173/12)/(.1*ro*5"4))".5
w2=22.03*(Emod*(.173/12)/(.1*ro*5"4))*.5
w3=61.70*(Emod*(.173/12)/(.1*ro*5"4))*.5

%Calculate Error between calculated and theoretical
el=sqrt(D(1,1))/wl
el=sqrt(D(2,2))/w2
el=sqrt(D(3,3))/w3

116



Visualization program used to plot mode shapes

%This M-file is used to plot the results of the pre viously performed
eiganvalue analysis

mode=6
cont=4; %1 strain X, 2 strain y, 3 strain xy , 4 se f
cnta=0;
ncnt(1:val(1))=0;
nstrn(1:val(1),1:4)=0.0;
%V (:,mode)/1000.0
Estrn(val(2),1:3)=0.0;
for i=1:val(1);
if(lucon(i*2)==1)
Ufin(i,1)=0.0;
Ufin(i,2)=0.0;
dpts(i,1)=pts(i,1);
dpts(i,2)=pts(i,2);
cnta=cnta+1,;

continue
end
Ufin(i,1)=V((i-cnta)*2-1,mode);
ufin(i,2)=V((i-cnta)*2,mode);

dpts(i,1)=pts(i,1)+V((i-cnta)*2-1,mode)/1000000 .00;
dpts(i,2)=pts(i,2)+V((i-cnta)*2,mode)/1000000.0 0;
end

for i=1:val(2);

%Find local dispacment
Uloc(1,1)=Ufin(con(i,1),1);
Uloc(2,1)=Ufin(con(i,1),2);
Uloc(3,1)=Ufin(con(i,2),1);
Uloc(4,1)=Ufin(con(i,2),2);
Uloc(5,1)=Ufin(con(i,3),1);
Uloc(6,1)=Ufin(con(i,3),2);

%Formulate B matrix for CST

B(1,1)=pts(con(i,2),2)-pts(con(i,3),2);

B(1,2)=0.0;

B(1,3)=pts(con(i,3),2)-pts(con(i,1),2);

B(1,4)=0.0;

B(1,5)=pts(con(i,1),2)-pts(con(i,2),2);

B(1,6)=0.0;

B(2,1)=0.0;

B(2,2)=pts(con(i,3),1)-pts(con(i,2),1);

B(2,3)=0.0;

B(2,4)=pts(con(i,1),1)-pts(con(i,3),1);

B(2,5)=0.0;

B(2,6)=pts(con(i,2),1)-pts(con(i,1),1);

B(3,1)=pts(con(i,3),1)-pts(con(i,2),1);

B(3,2)=pts(con(i,2),2)-pts(con(i,3),2);

B(3,3)=pts(con(i,1),1)-pts(con(i,3),1);

B(3,4)=pts(con(i,3),2)-pts(con(i,1),2);

B(3,5)=pts(con(i,2),1)-pts(con(i,1),1);

B(3,6)=pts(con(i,1),2)-pts(con(i,2),2);
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A=.5*det([pts(con(i,1),1),pts(con(i,1),2),1.0;pts(c
,2),2),1.0;pts(con(i,3),1),pts(con(i,3),2),1.0]);
B=B/(2.0*A);

%Compute Element Strains
Estrn(i,1:3)=B*Uloc;

for j=1:3
nstrn(con(i,j),1)=nstrn(con(i,j),1)+Estrn(i,1);
nstrn(con(i,j),2)=nstrn(con(i,j),2)+Estrn(i,2);
nstrn(con(i,j),3)=nstrn(con(i,j),3)+Estrn(i,3);
end
ncnt(con(i,1))=ncnt(con(i,1))+1;
ncnt(con(i,2))=ncnt(con(i,2))+1;
ncnt(con(i,3))=ncnt(con(i,3))+1;
end
for i=1:val(2)
sigz=(Estrn(i,1)-Estrn(i,2))*poi*Emod/((1.0+poi
strn(1,1)=Estrn(i,1);
strn(2,1)=Estrn(i,2);
strn(3,1)=Estrn(i,3);
Estress=E*strn;
Estrn(i,4)=1/sqrt(2)*((Estress(1)-Estress(2))"2

sigz)"2+(sigz-Estress(1))"2+6*(Estress(3)"2))".5;

end
for i=1:val(1);
for j=1:3;
nstrn(i,j)=nstrn(i,j)/ncnt(i);
end
sigz=(nstrn(i,1)-nstrn(i,2))*poi*Emod/((1.0+poi
strn(1,1)=nstrn(i,1);
strn(2,1)=nstrn(i,2);
strn(3,1)=nstrn(i,3);
stress=E*strn;
nstrn(i,4)=1/sqrt(2)*((stress(1)-stress(2))2+(
sigz)"2+(sigz-stress(1))"2+6*(stress(3)"2))".5;
end

trisurf(con,dpts(:,1),dpts(:,2),[],Estrn(;,cont),'L
view(0,90)
daspect([1 1 1])
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on(i,2),1),pts(con(i

)*(1.0-2.0*poi));

+(Estress(2)-

)*(1.0-2.0*poi));

stress(2)-

ineStyle', 'none")



