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TRANSIENT ERROR RESILIENCE IN NETWORK-ON-CHIP

COMMUNICATION FABRICS

Abstract

by Amlan Ganguly, M.S.
Washington State University
May 2007

Chair: Partha Pratim Pande

Network on chip (NoC) is emerging as a revolutignaethodology to integrate numerous
Intellectual Property (IP) blocks in a single Systen-Chip (SoC). Only an extensively
communication centric paradigm like NoC can ensgamless integration of such a large
number of cores. A major challenge that NoC dessyexpected to face is related to the
intrinsic unreliability of the communication inftagcture under technology limitations. As the
separation between the wires is reducing rapidly, signal transition in a wire affects more
than one neighbor. This phenomenon is commonlynedeo as the crosstalk effect. Crosstalk
is one of the sources of transient errors. Amorgrosources of transient noise, factors like
electromagnetic interference, alpha particle litsmic radiation, etc. can be enumerated. To
protect the NoC architectures against all theséedasources of noise an embedded self-
correcting design methodology and its correspondiirguit implementation in the NoC
communication fabrics is proposed. This embeddédlligence will be achieved through
simple joint crosstalk avoidance and error corogctcoding schemes. In this work many

existing crosstalk avoidance coding schemes amtt mosstalk avoidance and single error



correction coding schemes are implemented in a Md€rconnect architecture and are
evaluated in terms of performance and gains inggnsavings. Finally a novel joint crosstalk
avoidance and double error correction scheme ieldped. The performance of this novel
code is compared with the other existing codes iarghown to deliver a higher savings in

energy dissipation compared to the joint singlerecorrection codes.
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Chapter 1
INTRODUCTION

1.1 System-on-Chip Design Issues

State-of-the-art commercial System-on-Chip (SoCyigies are integrating a large
number of intellectual property (IP) blocks, comnyoknown as cores, on a single die [1] [2].
This number, which is currently between ten anddned depending on the application, is likely
to go up in the near future. An important featursuch Multi-Processor SoC’s (MP-SoC) is the
interconnect fabric, which must allow seamless gragon of numerous cores performing
various functionalities at different clock frequessc The growing complexity of integration as
well as aggressive technology scaling introducegtiphel challenges for the design of such big
multi-core SoC's.

One of the major problems associated with futur€ 8esigns arises from non-scalable
global wire delays [3]. Global wires carry signatsoss a chip, but these wires typically do not
scale in length with technology scaling [4]. Thouggte delays scale down with technology,
global wire delays typically increase exponentially at best, linearly by inserting repeaters.
Even after repeater insertion [4], the delay mageex the limit of one clock cycle or even
multiple clock cycles. In ultra-deep submicron @eses, eighty percent or more of the delay of
critical paths is due to interconnects. With supghtage scaling down as ever and global wires
becoming thinner the delay in transmission of dgjmaer these wires will seriously affect the
performance of the system. Long wires with lengththe order of the dimensions of the die can
have delays well over multiple clock cycles. Thisgl delay and the inherent complexity of
integration of the IP cores necessitated new reldar find a means of seamlessly integrating

the multi-core SoC.



1.2 The Network-on-Chip Paradigm

The network on chip (NoC) paradigm has emergedamabling solution to this problem of
integration and has captured the attention of tel@mia and the industry [2]. The common
characteristic of these NoC architectures is thatgrocessor/storage cores communicate with
each other through intelligent switches. Commuincabetween constituent IP blocks in a NoC
takes place through packet switching. Generallymimie switching is adopted for NoC's,
which breaks down a packet into fixed length floentol units orflits. The first flit or the
headercontains routing information that helps to estbk path from the source to destination,
which is subsequently followed by all the othmayload flits. By design the lengths of the
interconnects between the switches are kept wghoh limits as would enable communication
in less than a clock cycle which maintains a prgedi structure in the entire communication
fabric. Thus, delay on wires is bounded by an ufipet irrespective of the size of the network.

Some common NoC topologies used today are the Miesltolded-Torus and the Butterfly
Fat-Tree. The origin of these topologies can beettdback to literature on parallel computing.
However, in addition to just throughput and latencgnstraints as in multiprocessing

environments the designers of a NoC also needrtsider energy consumption constraints.

1.3 Common NoC Topologies
There are a few NoC architectures proposed iralitee. The characteristics of a few well-

known NoC topologies are discussed below.

1.3.1 MESH
A Mesh based architecture called CLICHE (Chip Lelmtegration of Communicating

Heterogeneous Elements) is proposed in [5]. Tlukigacture consists ahxnmesh of intelligent

switches interconnecting IP’s placed along withheswitch. Every switch except the ones on the



edge is connected to four neighboring switchesar&IP block. In this case the number of IP’s

and the number of switches are equal. The MesHdgpas shown in Figure 1.1(a).

1.3.2 FOLDED-TORUS
A 2-D Torus was proposed in [6]. In this architeetthe switches on the edges are connected

to the switches on the opposite edge by wrap-arahadnels. However, in this case these wrap
around channels tend to be very long and henceedauge delays. As an alternative the Folded-
Torus (FT) architecture shown in Figure 1.1(b)uggested that folding the 2-D Torus structure
so that all the wire lengths become same. Thugoting wrap-around wires are avoided in the

Folded-Torus architecture.

Dj_j D\J D\J Ekﬂ |D»L] Eéf Q Eg;j
[E Ekd ELLJ Ekq | D}] LL] DNL] Lﬂw
DT] Dtj Dtj EKLJ 'Dh q D¥ |:kL}_I
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@ (b)
(©
D - Functional IP O - Switch

Figure 1.1: NoC ar chitectures: (a) Mesh, (b) Folded-Torus (FT) and (c) Butterfly Fat Tree
(BFT).



1.3.3 Butterfly-Fat-Tree

The Butterfly-Fat-Tree (BFT) proposed in [7] is shtoin Figure 1.1(c). In this architecture
the IP’s are placed on the leaves and the switaleeplaced at the internal nodes. If thereNare
IP’s then the IP’s are connected N4 switches in the first level. The total number evéls
depends on the number of IP’s. If there BréP’s then the total number of levels is given by
(logaN). In the ™ level of the tree there afg/2*! switches. For a 64-IP NoC, there are 28

switches according to the BFT architecture.

1.3 Signal Integrity in Future Technology Nodes
The International Technology Roadmap for SemiconducftrRS) [8] has predicted signal

integrity to be a major challenge in current antlife technology generations. Transient errors
are becoming increasingly important due to increaserosstalk, ground bounce and timing
violations. These transient events are made materamme probable due to several reasons. With
increased device density, the layout dimensionssharanking and hence the charge used for
storing the information bits in memory as well agit, is reducing in magnitude [9]. Shrinking
storage charges also make the chips vulnerabladiations like alpha particle hits. Increasing
gate counts force designers to lower the supplyagek to keep power dissipation reasonable
thus reducing noise margins. Highly packed wiresaases coupling between adjacent wires and
opposing transitions induce crosstalk generatelisfan these lines. Faster switching rates cause
ground bounce and timing violations which manif@sttransient errors. There are several ways
to address signal integrity issues in an on chipirenment like minimization of radiation
exposure, careful layout, use of new materials @mdr control coding schemes. Error control
coding enables us to address the transient soaf@@sors at a higher level of abstraction in the

system design phase rather than at a post desigmytl phase. Error Control Coding (ECC) is



possible to be implemented in NoC scenario becaisthe adoption of packet switching
protocols in the communication, which allows anyeasdification of the packet structure to
accommodate redundant bits as a part of the codaiggemes. However, for an on chip
environment we need, simple and low redundancyngpdichemes that will not impose a

limiting overhead due to the encoding and decodomgplexity.

1.4 Crosstalk Avoidance Coding
Crosstalk is one of the prime causes of the trabhsgndom errors in the inter-switch wire

segments causing timing violations. Crosstalk cgeulnen adjacent wires transition (0 to 1 or 1
to 0) in opposite directions or even when adjagdants have different slew rates although they
are transitioning in the same direction. These $Wwations are shown in Figure 1.2(a) and (b).
Opposite transition in the neighboring wires has effect of slowing down the transition in the

victim wire as shown in the figures.

Victim Wire

Victim Wire
1
I
0 |
1 | | |
‘ Ik
0‘ ‘ Aggressor Wire Original | Victim Rise Time

orginal
| k- Victim Rise Time Rise Time
—| k= Aggressor Fall Time a‘ P Aggressor Rise Time

Figure 1.2: Crosstalk between adjacent wiresfor (a) oppositetransitionsand (b) similar

transitions
The worst case crosstalk occurs when two aggressoreither side of the victim wire

transition in opposite direction to the victim &own in Figure 1.3.



1 Aggressor Wire 1

Victim Wire

4 ‘ LVictim Rise Time
L Aggressor Fall Time

Figure 1.3: Worst case Crosstalk when two adjacent wirestransition in opposite directions

compared to the victim
Such a pattern of opposite transitions always asme the delay of each transition by

increasing the mutual switching capacitance betwbenwires. In addition it also causes extra
energy dissipation due to the increase in switchtagacitance. Some common crosstalk
avoidance technigues are increasing the distaniweebr adjacent wires in the layout stage to
reduce the coupling capacitance between the adjagess. However, this causes doubling the
wire layout area [10]. For global wires in the hegimetal layers that do not scale as fast as the
device geometries, this doubling of area is hargustify. Another simple technique can be
shielding the individual wires with a grounded winebetween them. Although this is effective
in reducing crosstalk to the same extent as ineckapacing, this also necessitates the same
overhead in terms of wire routing requirements.ilyorporating coding mechanisms to avoid
crosstalk the same reduction in crosstalk can beeed at a lower overhead of routing area [6].

These coding schemes broadly termed as the claSsosstalk Avoiding Codes (CAC) prevent



worst case crosstalk between adjacent wires byepteng opposite transitions in neighbors.
Thus CAC’s enhance system reliability by reducihg probabilities of crosstalk induced soft
errors and also reduce the energy dissipation isMDbusses and global wires by reducing the
coupling capacitance between adjacent wires. THAG’€by reducing crosstalk eliminate one

of the major sources of transient errors in NoQgtes the nanometer technologies.

1.5 Error Control Coding
There are several other sources of transient eaast from crosstalk as discussed earlier

like electromagnetic interference, alpha partidks land cosmic radiation which can alter the
behavior of NoC fabrics and degrade signal intggiAtoviding resilience against such failures is
critical for the operation of NoC-based chips. Oagain these transient errors can be addressed
by incorporating error control coding to provideglmer levels of reliability in the NoC
communication fabric [11] [12]. The corrective iligence can be incorporated into the NoC
data stream by adding error control codes to deergalnerability to transient errors. Forward
Error Correction (FEC) or error detection followbg retransmission based mechanisms or a
hybrid combination of both can be used to protegirsst transient errors. The single error
correction codes (SEC) are the simplest to implémemong the FEC’s. These can be
implemented using Hamming codes for single erraremion. Parity check codes and cyclic
redundancy codes also provide error resilience dswdrd error correction. Error Detection
codes can be used to detect any uncorrectablepati@r and used to send an Automatic Repeat
Request (ARQ) for retransmission of the data theducing the possibilities of dropped
information packets. Higher order ECC’s like BoseaGdhuri-Hocquenquem (BCH), Golay
codes or Multiple Error Correcting Hamming codes ba used for multiple error corrections on

the fly. However, these schemes are generally eenyplex and are not suited to an on-chip low



latency-high throughput environment.

One class of codes that have achieved considegdigietion in the recent past is the joint
coding schemes that attempt to minimize crosstdilktewalso perform forward error correction.
These are called Joint Crosstalk Avoidance andrE2aoorection Codes (CAC/SEC) [13]. A few
of these joint codes have been proposed in thadtitee for on-chip busses. These codes can be
adopted in the NoC domain too. These include Daiddd Parity (DAP)[13], Boundary Shift
Code (BSC) [14] or Modified Duplicate Add Parity NR) [15]. These are joint crosstalk
avoiding single error correcting codes. These apdnhemes achieve the dual function of
reducing crosstalk and also increase the resiliagaenst multiple sources of transient errors.
But aggressive supply-voltage scaling and incr@asleep sub-micron noise in future-generation
NoCs will prevent Joint CAC/SEC’s from satisfyingliability requirements. Hence, we
investigate performance of joint CAC and multipteoe correcting codes (MEC) in NoC fabrics.
The main contributions of this work are the desajran original and novel but simple joint
CAC/MEC mechanism, and the establishment of a pgdiace benchmark for this scheme with
respect to other existing coding methods. We alsduate the novel scheme in terms of its
applicability in the NoC domain and its impact arhancement of communication reliability as
well as energy dissipation, taking into consideratall the redundancies it introduces in the

Network-on-Chip.

1.6 Contributions
The principal contribution of this thesis can benswarized as below:
* Implementation of several Crosstalk Avoidance Codleghe interconnect infrastructure of

some commonly used NoC topologies. Evaluation bfthed different codes in terms of the

different metrics of energy dissipation, timing ueg@ments and silicon area overhead.



* Comparison and evaluation of joint crosstalk avoaaand single error correction codes in
the NoC environment. The implementation was dont vwencoder and decoder design for
optimum results.
» Design of a novel joint crosstalk avoidance andbd®werror correction code (CADEC)
which has higher transient error resilience as aglsimilar crosstalk avoidance characteristics
as the best sole crosstalk avoidance codes.

To the best of my knowledge this is the first apeno invent a joint, crosstalk avoidance and

multiple error correction code and study its aiitity to NoC interconnect architectures.

1.7 Thesis Organization

The thesis is organized in six chapters. The laptn introduces the complexity of the
problem and the possible means of addressing tksses. Literature survey is presented in the
2" chapter. The "3 chapter explores the performance of various catisstvoidance codes in
NoC communication fabrics. The fourth chapter cbi@zes the joint crosstalk avoidance and
single error correction codes in a similar manr@rstdering all the various important costs and
trade-offs. In this chapter it is also demonstrateat joint codes typically perform better than
sole crosstalk avoidance codes. In chapter five,ngw code for the joint crosstalk avoidance
and double error correction is introduced. The meschanism is analyzed in sufficient depth to
reach a fair comparison with all the other codinbesnes considered in this thesis. It is shown
that not only does the novel code achieve higtaersient error resilience but it also results in
higher energy savings on NoC interconnects amohghal other schemes. Finally the last

chapter summarizes the important conclusions amdgout the direction of future research.



Chapter 2
Related Work

In recent years, there has been an evolving dffateveloping on-chip networks to integrate
increasingly large number of functional cores isiregle die [1] [2]. But even before the advent
of the NoC paradigm, different research groupsstigated various coding schemes to enhance
the reliability of bus-based systems. In [16] thehars proposed to employ data encoding to
eliminate crosstalk delay within a bus. They préseéra detailed analysis of the self-shielding
codes and established fundamental theoretical dimoit the performance of codes with and
without memory. They succeeded in showing that sagiéh memory will require less routing
overhead in the top-level interconnects where nredurces are scarce. However, the trade-off
of using higher latency memory elements versus marieng area needs to be studiethe
authors however, have not clearly mentioned ttaderoff in their work. In [15], the authors
provided a comprehensive study of the usefulneseradr correcting codes to reduce the
crosstalk-induced bus delay (CIBD), and proved thatl Rail codes perform better than
Hamming codes. They have also proposed a way tutagnhe wires in the bus so that they
achieve an optimal performance for the coding seheoggested. The authors of [15] used
single error correcting codes (SEC’s) to minimizesstalk. However, these codes are not as
efficient as CAC’s to handle only crosstalk relaigglies.

In addition, different low-power coding (LPC) tedtmes have been proposed to reduce
power consumption of on-chip buses [17] but theS&C'k aim at reducing only the self-
transition in a wire. According to [18], the pripai limitation of the applicability of the LPC’s is
that, due to higher power dissipation in the cddlecks, these codes are energy efficient only if

the length of the wire segment exceeds a certaiit 8o that the savings along the wires can
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supersede the expenses in the codecs. Since fHeassltion determining codecs can be quite
complex this constraint can limit the useful apglitity of LPC schemes to only very long
wires. In [13] the authors presented a unified amrk for applying coding for systems on
chips (SoC'’s), but targeted principally bus-basgstesns. In this work the authors suggest
mechanisms for coding in UDSM busses to addressipteulconstraints of power dissipation,
error correction and crosstalk avoidance. The astisoccessfully demonstrate that separate,
sequential implementation of these different codisgemes to the bit stream is less efficient
than coding schemes which address all the issggghter in a unified manner. They compare
various such codes like Duplicate-Add-Parity andifstary-Shift-Code which are shown to be
very efficient in a bus-based interconnect.

In [Hedge/Shanbhag 19] the authors model the tahsioise in the busses as a white
Gaussian pulse process and show that the bit et®on a wire is related to the voltage swing
on the wire. Exploiting this relation they are atWesuggest that a reduction in the voltage swing
on the wire is possible if the bit error rate islueed due to increased resilience to transient
errors.

In [11] [12], performance of single error correcti and multiple error detecting
Hamming codes and cyclic codes in an AMBA bus-baystem has been discussed. The energy
efficiency and the area overhead of the codecs haega discussed too. These papers conclude
that error detection followed by retransmissiomnmigre energy efficient than the forward error
correction (FEC) schemes. However, one implicituagstion made in the papers is that the
timing penalty associated with retransmissionsolerable which may not be entirely true. In
NoC environments latency and throughput issuessareompelling that retransmission might

seriously hinder the overall system performances&éhsorks lack a comprehensive studies of
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these trade-offs.

Error resiliency in NoC fabrics and the trade-offgolved in various error recovery schemes
are discussed in [20]. In this work, the authorgestigated performances of simple error
detection codes like parity or cyclic redundancyeah codes and single error-correcting,
multiple error-detecting Hamming codes in NoC fabriThe basic principle of this work is
similar to that of [12]: the receiver corrects oalgingle bit error in a flow-control-unit (flithut
for more than one error, it requests end-to-en@msmission from the sender. The authors have
also investigated various levels of trade-offs mparing end-to-end retransmission with
switch-to-switch retransmission to suggest a wigdecgum of choices to the user of such
schemes. As mentioned in the concluding remarK$2jf in the ultra deep submicron (UDSM)
domain communication energy will overcome compuatagnergy. Retransmission will give rise
to multiple communications over the same link amthde ultimately will not be very energy
efficient. Moreover retransmission will introduagrsficant communication latency. In systems
dominated by retransmission some additional emarection mechanisms for the control signals
need to be incorporated also. Moreovtrese codes do not have any crosstalk avoidance
characteristics, which are absolutely necessatie@rdeep submicron (DSM) technology nodes.
The role of communication infrastructure of NoCis energy dissipation is discussed in [21].
Different strategies for power management for No@#owing more classical VLSI techniques
such as power-aware on-off networks [22], and dyoawoltage scaling [23] have been

addressed previously.

12



Chapter 3

Crosstalk Avoidance Coding
In this chapter several Crosstalk Avoidance Co@Q) are implemented and compared in

the NoC interconnect fabric. These CAC’s reducesWwéching capacitance between adjacent
wires which are closely packed. In the followindsections the characteristics of CAC’s are
first described and then they are evaluated in feoh energy savings, timing and area

requirements.

3.1 Crosstalk Avoidance Coding Schemes

There is a number of crosstalk avoidance codesqtdijosed in literature. Here we consider

three representatives that achieve different degréeoupling capacitance reduction.

3.1.1 Forbidden Overlap Condition (FOC) Codes

A wire has the worst-case switching capacitanc@-ioM)CL, when it executes a rising
(falling) transition and its neighbors execute ifgl (rising) transitions. If these worst-case
transitions are avoided, the maximum coupling candaluced to (1+#3C,. This condition can
be satisfied if and only if a codeword having thiepgattern 010 does not make a transition to a
codeword having the pattern 101 at the same bittipos. The codes that satisfy the above
condition are referred to as Forbidden Overlap @ard(FOC) Codes. The simplest method of
satisfying the forbidden overlap condition is hgiielding, in which a grounded wire is inserted
after every two signal wires. Though simple, thisthod has the disadvantage of requiring a
significant number of extra wires. Another solutiento encode the data links such that the
codewords satisfy the forbidden overlap (FO) caoditHowever, encoding all the bits at once

is not feasible for wide links due to prohibitivees and complexity of the codec hardware. In
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practice, partial coding is adopted, in which thkd are divided into sub-channels which are
encoded using FOC. The sub-channels are then cedhlbinsuch a way as to avoid crosstalk
occurrence at their boundaries. Considering a 4bii-channel the FOC coding scheme is

represented in Table 3.1.

Table 3.1. FOC,5 Coding Scheme
Data bits Coded bits
d, | d;

o
w
o
o
@
&
A
o
s

P kPP, |P |k |k |0o|lo|o|lo|o|o|o o
Rk |k |k |jo|lojo|o | |k |~ |k |lOo|lo|o o
R |k oo |k |k ook |k |o|lo |k |k |lo|o
R ok o o o o | o | o |~ |o
R P, |, |||, |o|lo|lo|lo|lo o
R |k [k |k 0o |0 |0 |0 |0 |o |o o |o o |o |o
o |k ok ok o |k o |-k o |k o |~ |o
o |o |o|o o |o o |o |k |k |k |k |lo o |o o
Rk lololr|lkrlololrrlkr |k |k |k |k |lo o

In this case two sub-channels can be placed nesddb other without any shielding, as well

as not violating the FO condition as shown in Feg8irl.
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Figure 3.1: Block diagram of combining adjacent sub channelsin FOC coding

The Boolean expressions relating the original ifpgito &) and coded bits ¢do @) for the

FOC scheme are expressed as follows:

Co=d, + dzd_s
¢ =d,d,

c, =d,

C; =d,d,

c, =dd, +d,

3.1.2 Forbidden Transition Condition (FTC) codes

The maximum capacitive coupling and, hence, theimamx delay, can be reduced even
further by extending the list of non-permissiblansitions. By ensuring that the transitions
between two successive codes do not cause adjairestto switch in opposite directions (i.e., if
a codeword has a 01 bit pattern, the subsequertnard cannot have a 10 pattern at the same
bit position, and vice versa), the coupling faatan be reduced fo=2. This condition is referred
to as Forbidden Transition Condition, and the CAE&isfying it are known as Forbidden
Transition Condition (FTC) Codes. Inserting a diirey wire after each signal line can employ

the simplest FTC, but causes unreasonable oveiheadundant wires. For wider inter-switch
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links, a hierarchical encoding is more suitable erehthe inter-switch links are divided into
sub-channels that are encoded individually. Comsigea 3-bit sub-channel the coding scheme

is expressed in Table 3.2.

For wider message words the entire flit can be sudet into multiple sub channels, each
having a three-bit width, and then the individuated sub-words recombined following the
scheme shown in Figure 3.2. This scheme of recaatibm simply places a shielded wire
between each sub-channel. This ensures no forbittdasitions even at the boundaries of the

sub-channels.

Table 3.2: FTC34 coding scheme

Data bits Coded bits
d |di|dyg]cCs|C|Ci|Co
0|{0[0] O] O] O] O
0[{0[1] 0] 1] 0] O
0O[{1][0] 0] O] 0] 1
O[1][1] 0] 1] 0] 1
1/0]0J0] 1] 1] 1
1/0]1]1] 1 0 O
1/1]0]1] 1] 0] 1
102172 1] 1] 1] 1
[2:0] [3-0]
FTC 3-4 (1)
Input bl i LAl Output
[2:0] (3-0]
FTC 3-4 (2)

Figure 3.2: Block diagram of combining adjacent sub channelsin FTC coding

The Boolean expressions relating the original irgmd coded bits for the FTC scheme are
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expressed as follows:

C0 - dl + d2d_0
Cl = dOdle +d—0d_ld2
c,=d,+d,

c; =d,d, +d,d,
3.1.3 Forbidden Pattern Condition (FPC) Codes
The same reduction of the coupling factor as fo€&T(p=2) can be achieved by avoiding
010 and 101 bit patterns for each of the code worts condition is referred to as Forbidden
Pattern Condition, and the corresponding CAC isvkmas Forbidden Pattern Condition (FPC)

Codes. Considering a 4-bit sub-channel, the cosluhgme is expressed in Table 3.3.

Table 3.3: FPC,45 coding scheme

Data bits Coded bits
d, | dy

o
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o
S
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|||k || |lo|lo|lo oo oo |o
Rk |k |k ok ool |k |lo| |lo oo |o
Rk lolr lolololo|lr [k |k |k ol |lo|o
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While combining the sub-channels we made sure tivate is no forbidden pattern at the

boundaries.

Figure 3.3 depicts the scheme of avoiding forbidgattiern at the boundaries, considering
four-bit sub-channels. The MSB of a sub channdedsto the LSB of the adjacent one. This
method is more efficient than simply placing shieddwires between the encoded sub-channels

and consequently results in lesser redundancy eadrh

. Bit 0

BitO | 1

% FPC 4-5 %

3 (@) 4

(6-0] [9-0]
Input Output

Bit65

Bit54 FPC 4-5 7

8

6 @) 9

Figure 3.3: Block diagram of combining adjacent sub channels after FPC coding.
The Boolean expressions relating the original ifpgito ) and coded bits {do @) for the
FPC scheme are expressed as follows:
CO = dO
C, =dyd, +d,d, + dld_3 + dodzd_s
¢, =d,d, + dyd, +dyd, + d,dyd,
C; = d,d; +dyd, +d,d, +didyd,
c, =d,

3.2 Data Coding in NoC Links

The coupling capacitance of an inter-switch wirgnsent in a NoC link depends on the
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transitions in the adjacent wires. As shown in [@f&] worst case switching capacitance of a wire

segment is given t{ HM)CL, where) is the ratio of the coupling capacitance to thék bu

capacitance and, is the load capacitance, including the self cdpace of the wire. By

incorporating CAC'’s it is possible to reduce thigtshing capacitance {EJ-'- p/])CL , Wherep=1,

2, or 3 and it is referred to as the maximum cauplirhus the worst case energy dissipation of a

single wire segment in a NoC link is reduced frgrﬁ 4)l)vddZCLto(1+ p/])vddzCL, indicating a
linear increase in energy savings in presence df @&h the decrease in coupling capacitance.
The generic communication medium of any NoC fakmishown in Figure 3.4. Between a
source and destination pair there is a path caongisof multiple switch blocks [15].
Consequently, when data routing is performed, lit® rieed to be coded and decoded at each
intermediate switch node. These operations willehavsignificant effect on overall energy

dissipation.

—-a BB

' |— Functional IP (embedded processor)
Il Switch

Figure 3.4: Generic Data Transfer in NoC Fabrics
Typical wormhole header and payload packets are/shio Figure 3.5. The header contains

all the routing information which establishes ahp&iom the source to the destination. The

payload flits simply follow the header through teiablished path in a pipelined fashion.
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Figure 3.5: Flit Structure
While comparing the energy dissipation charactessipon implementing the various CAC

schemes on the flits, the redundant wires addedrasult of the codes should be considered, as
well as the overhead due to the codec blocks intiaddto the reduction in energy on the

interconnects due to crosstalk reduction.

3.3 Energy savings profile in presence of CAC

When flits travel on the interconnection networkttbthe inter-switch wires and the logic
gates in the switches toggle, resulting in enenggigation. The flits from the source nodes need
to traverse multiple hops consisting of switched aires to reach destinations.

The motivation behind incorporating CAC in the Nd@bric is to reduce switching
capacitance of the inter-switch wires and henceemakmmunication among different blocks
more energy efficient. So, the metric of interesthe average savings in energy per flit with
coding compared to the uncoded case. All the scheamge different number of bits in the
encoded flit. A fair comparison in terms of enesg@vings demands that the redundant wires be
also taken into account while comparing the eneliggipation profiles. The metric used in this
work for comparison thus takes into account thenggvin energy due to the reduced crosstalk,

additional energy dissipated in the extra reduneards and the codecs. The savings in energy
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per flit per hop is given by,
Esavingsj = EIink ,uncoded - (Elink ,coded + Ecodez) (31)

whereEjink uncoded@NdEjink coded @re the energy dissipated by the uncoded flit thedcoded
flit in each inter-switch link respectivelfEcqqec IS the energy dissipated by each codec. The
energy savings in transporting a single flit, gt flit, throughh; hops can be calculated as
h
Esavingsi - Z Esavingsj
1=l : (3.2)
The average energy savings per flit in transpordimacket consisting & such flits through

h; hops for each flit will be given as,

_ 2.

P hi
E —_ =1 j=
savings —

[

( E savings , j )
P

(3.3)

The metric Esa"‘”gs is independent of the specific switch implementatiwhich may vary
based on the design.

In order to quantify the energy savings profile ®orNoC interconnect architecture, we
determine the energy dissipated in each caflggecby running Synopsy¥ Prime Power on the
gate-level netlist of the codec blocks. To detemsrtime inter-switch link energy in presence and
absence of coding, that ik coded @Nd Ejinkuncoded respectively, the capacitance of each
interconnect stageCinterconnect IS Calculated taking into account the specificolaty of each

topology and it can be estimated according to dflewing expression

C:lnterconnect: CwireDNa+1,a+ nl:rrm CG+ C)

(3.4)
whereCyire IS the wire capacitance per unit length, aneh , is the wire length between two

consecutive switchesCs and C; are the gate and junction capacitance of a mininsize
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inverter, respectivelyn denotes the number of inverters (when buffer tnsens needed) in a
particular inter-switch wire segment amds their corresponding size with respect to a mum
size inverter. While calculatin@wire Without any coding we have considered the worseca
switching scenario, where the two adjacent wiregcéwin the opposite direction of the signal
line simultaneously [24]. The parameteg.;, can be calculated depending on the network

architecture used. For Mesh architecture the iswateh wire length is given by

w ZVAma
a+la m -1 | (35)

WhereAreais the area of the silicon die used &hd the number of individual IP blocks in

the SoC. The inter-switch wire length for Folded<darchitecture is twice that of the Mesh as
it connects every alternate IP block in the netwdike same inter-switch wire length for the
BFT architecture between levedsl anda is given by Equation 3.6, whetevelsis the total

number of levels needed for implementing the BFChiecture given by Log).

v Area

W, =

a+la 2Ievels—a

(3.6)

In the presence of CAC'’s the value @fi. will be reduced according to the coding scheme
and this will help in reducing the link energy. @ other hand the additional energy dissipated
by the codecs and redundant wires added by thexg@dihemes need to be considered as well.
Our aim is to study the effects of all these faxton the overall energy savings of NoC

communication infrastructures.

3.4 Communication Pipelining in Presence of Coding

The exchange of data among the constituent blatks $0C is becoming an increasingly

difficult task because of growing system size and-scalable global wire delay. To cope with
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these issues, designers must divide the end-toeemdmunication medium into multiple
pipelined stages, with the delay in each stage eoafge to the clock-cycle budget. In NoC
architectures, the inter-switch wire segments, @lanth the switch blocks, constitute a highly
pipelined communication medium characterized b lpelining, deeply pipelined switches,
and latency-insensitive component design [21] [25].

The switches generally consist of multiple pipetingtages. The number of intraswitch
pipelined stages can vary with the design style thedfeatures incorporated within the switch
blocks. However, through careful circuit-level dgsiand analysis, designers can make each
intraswitch stage’s delay less than the targetkcpmriod in a particular technology node. In one
of the possible scenarios for the NoC architectw@ssidered here, we have shown that the
structured inter-switch wires and the processesuyidg the switch operations require four
types of pipelined stages [25] [26] [27] and thé&gle of each of these stages can be constrained
within the clock period limits suggested by ITRS [8r high performance multi-core SoC
platforms. In accordance with ITRS, a generallyepted rule of thumb is that the clock cycle of
high performance SoCs will saturate at a valudhenrange of 10-15 FO4 (Fan-out of 4) delay
units. We need to ensure that by adding the cottek$y the constraints on timing can still be
met. The codec blocks add additional stages t@whiehes. If the delay of these codecs can be
constrained within the clock cycle limit then thipgdined communication infrastructure will be

maintained.

3.5 Area Penalty
Two out of the three most important parameters/Aosl design namely energy, timing and

area are discussed in the previous subsectionhbidrsubsection the other important meteric of

area overhead for implementing these CAC schemdssasissed. Area for a circuit on chip is
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usuaklly expressed in terms of the number of 24M@AND gates possible to lay-out in the
same area as occupied by the circuit. Each IPstata-of-the-art big SoC today containes about
a million transistors which is of the order of andued thousand gates, In coparison each switch
of the NoC fabric maybe made of around 30K gatesfoPmance capabilities and complexity of
the IP blocks are increasing rapidly and so is dlnea of such blocks. With progress in
technology silicon area has almost become free axalays. However, in contrast to the huge
area requirements of the cores and switches thmga@hd decoding blocks for the discussed
codind schemes only take a few hundred gates &r ithplementation. So, incorporation of the
coding schemes will not be affected if the arealiregnents do not have limiting contraints and

are under a thousand gates.

3.6 Experimental Results and Analysis

To study the effects of the CAC schemes on the opmdnce of different NoC
infrastructures, we considered a system consisifng4 IP blocks and mapped them onto the
interconnect architectures, as shown in Figure Wé.characterize the NoC'’s in terms of three
principal metrics: energy savings, area overheatl taning. Messages were injected with a
uniform traffic pattern (in each cycle, all IP cerean generate messages with the same
probability). The routing mechanism used for the3#Eand Folded Torus architectures was the
e-cube (dimension order) routing and for BFT was the dte€ommon Ancestor (LCA)
determination [28]. Simulations were performed gs@®nm technology node parameters. The
codec blocks were synthesized with the CMP [29ddad cell libraries. The parameters used

for the purpose of simulations are listed in Tehie
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Table 3.4: Simulation Parameters

Message Buffer
. Number
Architecture | Length Depth
. ) of ports
(Flits) (Flits)
MESH 16 2 5
FOLDED
16 2 5
TORUS
BFT 16 2 6

3.6.1 Energy savings profile

The average energy dissipation profile for any Nobws a saturating trend with injection
load [24]. Consequently, the energy savings profilk maintain the same trend. The energy
dissipation and hence savings in energy of ea@n-switch wire segment is a function gfthe
ratio of the coupling capacitance to the bulk c#pace. For a given interconnect geometry, the
value of1 depends on the metal coverage in upper and lovetalrtayers [12]. We investigate
the energy savings profiles for comparison at we representative values b£1 and 6 for the
90nm technology node [30].

Figures 3.6, 3.7 and 3.8 show the variation in gnesavings per flit for MESH, Folded

Torus and BFT-based NoC architectures respectively.
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Figure 3.6: Energy savings profilefor a Mesh based NoC at (a)A=1 (b)A=6.
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Figure 3.7: Energy savings profile for a Folded-Torus based NoC at (a)A=1 (b)A=6.
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Figure 3.8: Energy savings profilefor a Butterfly Fat Tree based NoC (a)A=1 (b)A=6.

As seen in Figures 3.6 to 3.8, maximum energy g@vare obtained for the Folded-Torus
architecture. This occurs due to the fact that &dl@orus architecture has longer interconnect
lengths compared to MESH. Although the upper ldivéds in BFT are longer than those of
Folded Torus, the overwhelming majority of the Bnépan the lowest level and those are much
shorter [26] [27]. Since the savings increasedihewith the length of the wires, the energy

savings in Folded Torus architecture are most prooed.
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3.6.2 Area Overhead

While evaluatinghe performance of CAC schemes we need to considexxtra silicon area
they add to the NoC switch blocks. Through RTL ledesign and synthesis in 90 nm
technology node, we found that the switches, withamy coding scheme consist of
approximately 30K gates. Here, we consider a tvpasirminimum-sized NAND structure as a
reference gate. In comparison to this the codecs@C, FPC and FTC have around 650, 1000
and 770 gates respectively. Consequently the exéia overhead added by the CAC schemes is

relatively insignificant.

3.6.3 Timing Requirements

The switches generally consist of multiple pipetingtages. The number of intraswitch
pipeline stages can vary with the design style #edfeatures incorporated within the switch
blocks. As shown in [27] in one of the possible lempentations the switches may consist of
three stages: (1) input arbitration, (2) routing &B) output arbitration. It is already shown i [7
that each intraswitch stage’s delay can be madethas this target clock period in a particular
technology node. In presence of CAC there will Gditonal pipelined stages corresponding to

encoder and decoder blocks, as shown in Figure 3.9.

Input
CAC
decoder

Input
arbitration
Routing
CAC
encoder
Output
arbitration

Output

Figure 3.9: Pipelined intra-switch stagesin presence of coding
Through RTL design and synthesis using Synopsyshegis tools, we obtain the delays
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along the critical paths of each encoder and dedodall the coding schemes. The delay values
corresponding to all the coding schemes are shawrable 3.5. It is evident that all the coding
schemes achieve the target delay values withirirtiie of one clock cycle. Consequently they

will not affect the data introduction rate.

Table 3.5: Critical path delay of codec blocks

Scheme Block Delay
(FO4)
Encoder 0.50
FOC
Decoder 0.25
Encoder 4.25
FPC
Decoder 3.75
Encoder 2.75
FTC
Decoder 2.50

In addition to the intra-switch stages, we needrisure that the delay along the inter-switch
wire segments is also within the limit of one clagicle. We have already demonstrated that the
delay along the inter-switch wire segments forMw architectures under consideration in this
work can be constrained within the limit of onealaycle [26] [27]. Thus, for the coded system
the delay will be even smaller as a result of réidacof switching capacitance in the wires

which in turn reduces the delay.

3.7 Modification of the Flit Structure
If the packet structure can be modified in suchag #hat coding/decoding is needed only at

the source and destination nodes, then there witldextra power dissipation arising out of the
codec blocks in the intermediate nodes [24] [3fl{n¢ flit structure is modified so that only the
header flits contain the control information, thée payload flits need not be coded/decoded at

each intermediate switch node. Eventually, thid Wélp reducing the overall communication
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energy dissipation. Only the header flit will beceded and decoded at each switch stage in the

transmission path as shown in Figure 3.10 below.

dg:ﬁger == Routing N f— er%gger
> Crossbar >
VRN
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mm header flits payload flits

Figure 3.10: CAC coding/decoding for the Header Flits.

3.7.1 Modified Flit Structure
The modifications to the flit structure are madelsthat the coding and decoding needs to be

done only to the header flit. The modified flitigtture is shown in Figure 3.11.

Header | Pktid | Flit count | Addr. length | Source Addr. |Dest. Addr.

— Pktid Data
Pktid Data
ie)
©
Ke] |
>
& I
o
|
[
L—p | Pktid Data

Figure 3.11: Modified Flit Structure

A new field calledflit count is incorporated in the header flit, which keep<hraf the
number of payload flits in a packéthe typefield in the payload flits becomes unnecessary as
the switch knows the number of payload flits thalofv a header from th#it countfield in the
header. Thepktid field in the payload flits of Figure 3.10 linksakaflit to a particular packet.
After decoding the header flit the switch knows thenber of payload flits to expect from the
flit count and then systematically routes all the payload fhearing the samgktid along the

path set by the header flit. This can be done witli@coding the payload flits as CAC encoding
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of thepktid produces unique identifiers which can be direatlgd to link the payload flits with a
particular header. The switches only need a ndxdd@gmodification to use the CAC encoded
pktid bits instead of the originglktid for mapping each payload flit to its correspondpagket.
The payload flits need not be decoded and encodedch intermediate switch, thus reducing
the codec overhead and making the incorporatio@AEC schemes in a NoC communication

fabric more energy efficient.

3.7.2 Energy Savings Profile with Modified flit structure

The energy savings can be considerably improveadwifying the flit structure as shown in
Figure 3.3. As all the routing and control inforinatis contained only in the header flit and the
payload flits only follow the already establishedtlp there is no need to code/decode the
payload flits on the fly at every switch. Insteadis sufficient to code the payload flits at the
source and decode at the destination switch. Tthescoding and decoding overhead is greatly
reduced as this process is now done only at thece@nd destination switches once for all the
payload flits. The header flit however, still ungees coding and decoding at all the switches.

The codec energy will not be included for the bdidg when the modified flit structure of

Figure 3.10 is used. Thus, for payload flits Equat.1 will be modified as follows

Esavings,j = EIink ,uncoded - EIink ,coded (3.7)

With this modified flit structure, the energy sayinfori=1 andi=4 are plotted for a Mesh
architecture in Figure 3.12, a Folded-Torus archites in Figure 3.13 and for a BFT architecture

in Figure 3.14.
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Figure 3.12: Energy savings profilefor a Mesh based NoC at A=1 with modified flit
structureat (a)A=1 (b)A=6.
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Figure 3.13: Energy savings profilefor a Folded-Torus based NoC at A=1 with modified flit
structureat (a)A=1 (b)A=6.
It is observed that the energy savings are made significant by adopting the modified flit

structure with negligible increment in the comptgxof the switch blocks. Another important
point to note here is that the FOC scheme is tast lenergy efficient one. FTC and FPC have
very similar energy savings profile and they ardtdsethan FOC. Table 3.6 quantifies the
additional gain in energy savings at network saimmgby adopting the modified flit structure for

1=6.
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Figure 3.14: Energy savings profilefor a Butterfly Fat Tree- based NoC at A=1 with
modified flit structure at (a) A=1 (b)A=6.

Table 3.6: Gain in energy savings with modifietl $tructure

Energy savings with Energy savings with o
Gain in energy
Architecture CAC scheme| original flit structure modified flit structure )
savings (%)
(pJ) (pd)
FOC 982 1307 33.0
Mesh FTC 2134 2614 22.5
FPC 2282 2664 16.7
FOC 2264 2570 135
Folded-Torus FTC 4675 5128 9.6
FPC 4858 5218 7.4
FOC 1108 1261 13.8
Butterfly Fat
FTC 2291 2517 9.8
Tree
FPC 2382 2562 7.5

3.8 Conclusions

By incorporating Crosstalk Avoidance Codes (CAGsNoC data stream it is possible to
reduce the worst-case coupling capacitance ofswitgch wire segments and consequently the
energy dissipation in communication. The energyingmv arising out of incorporating CACs

depend on the distribution of inter-switch wiresddferent lengths and the packet structure. We
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proposed a method of reducing the energy dissipalbip eliminating the need for CAC

coding/decoding of payload flits at intermediatatshes between communicating NoC cores. It
is observed that the energy savings is the maxirfaurfrolded Torus architecture as it consists
of uniformly distributed long inter-switch wire segnts. It is shown how the method of
modifying the packet structure and reducing theirpdecoding overhead makes it possible to

achieve higher savings in energy in conjunctiorhwitsstalk protection.
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Chapter 4

Joint Crosstalk Avoidance and Single Error Correction
Coding

The incorporation of Crosstalk Avoidance Codes (GAQCeduces the mutual switching
capacitance of the inter-switch wire segments. ghothis helps in reducing the energy
dissipation in communication, the reduction is olirigar with the capacitance in nature. On the
other hand, incorporation of the error correctimdes make the system more robust, and
consequently, the voltage level driving the sysitaan be reduced without compromising bit
error rates. This makes joint crosstalk-avoidané error correction codes more suitable for
lowering the energy dissipation of on-chip commatian infrastructures as the energy
dissipation on the wires is a quadratic functiontled voltage swing. A few Joint Crosstalk
Avoidance and Single Error Correction codes (CA@¥yere proposed in literature principally
targeting traditional bus-based systems, amonghwhigplicate Add Parity [13], Boundary Shift
Code [14], and Modified Dual Rail Code [15] provisiagle error correction in conjunction with
crosstalk avoidance. All of these coding schemeatuae the crosstalk induced switching
capacitance of wires fronfl+4A4)C, to (1+2)C, [34] where,A is the ratio of the coupling
capacitance to the bulk capacitance @nds the load capacitance, including the self capaci
of the wire.

Below the characteristics of the joint crosstalbidence and single error correction coding

schemes and their implementation principles areudsed in details.

4.1 Duplicate Add Parity and Modified Dual Rail Code

The Duplicate Add Parity (DAP) code is a joint coding scheme that uses duplicatio

reduce crosstalk [13]. Duplication results in radgdhe crosstalk induced coupling capacitance
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from the worst case switching capacitance of a wegment fronfL+44)C, , to (1+2)C_ .

Also, by duplication, we can achieve Hamming distaaf two, and with the addition of a single
parity bit, the Hamming distance [32] increaseshiee. Consequently, DAP has single error
correction capability. The DAP encoder and decoaler shown in Figures 4.1(a) and (b)
respectively. Encoding involves calculating theityaand duplicating the bits of the incoming
word. Similarly, in decoding, the parity bit iscreated from one set of the data flit. As shown in
Figure 4.1(b), bit y is the previously-calculated parity, and the otlsegnal entering the
exclusive-or gate is the newly-calculated parityiaf more significant set (bits, s, ys, and y).
The new parity is compared with the original padajculated in the encoder, and the error-free
set is chosen. For example, in case of an errtirarmore significant set, the parities will differ
and the less significant set will be chosen asdiémwoded flit. On the other hand, if the error
occurs in less significant set, the more significset will be chosen. Thus, considering a link of
k information bitsm =k + 1 check bits are added, leading to a code wargtheof n=k + m=
2k + 1.

We define th& + 1 check bits with the following equations:

c =d,,fori=0tok-1
c,=d,0d,0...0d,,

TheModified Dual Rail (MDR) code is very similar to the DAP [15]. In the MDBde, two

copies of parity bit ¢are placed adjacent to the other codeword bibsder to reduce crosstalk.
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Figure4.1: (a) Duplicate Add Parity (DAP) encoder (b) decoder

4.2 Boundary Shift Code

The Boundary Shift Code (BSC) coding scheme attempts to reduce crosstalk-indde&y
by avoiding a shared boundary between successtenards. As shown in [33] this techniques
achieves a reduction in the worst case crosstadikaed switching capacitance from ()@, to
(A+21)C.. It is very similar to DAP in that it uses duglton and one parity bit to achieve
crosstalk avoidance and single-error correctiormweber, the fundamental difference is that at
each clock cycle, the parity bit is placed on tippasite side of the encoded flit. In BSC, the
dependent boundaries are the boundaries betweedeshbits. Refer to Table 4.1, which shows
examples of different code words with parity bits bold. In clock cycle 1, dependent
boundaries exist between bitg and y, y» and ¥, y4 and ¥, and ¥ and y. Inversely, in the
second clock cycle, dependent boundaries are bethieey and g, ys and y, ys and ¥, and y
and y. As can be seen in Table 4, this coding schenss dot allow dependent boundaries in
subsequent codewords. Encoding is achieved by ahiplg bits and completing a parity

calculation as in DAP. However, every second clagkle will result in a one-bit shift.
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Similarly, the decoding structure is equivalenthat of DAP with the addition of a one-bit shift

every other clock cycle before the parity checkues 4.2(a) and 4.2(b) depict the encoder and

decoder respectively.
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Figure4.2: (a) BSC encoder, (b) decoder

Table 4.1

Coded flit structure for different coding schemes

Clock Cycle Flit BSC DAP MDR

1 0010 100001100 100001100 1100001100
2 0010 00001100 100001100 1100001100
3 1100 011110000 011110000 0011110000
4 1010 11001100 111001100 1111001100
5 0100 100110000 100110000 1100110000
6 0011 00001110 000001111 0000001111
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One of the principal differences between the CARestes and the joint codes is that for the
joint codes we do not have to do divide the whah Into different sub-channels and then
perform partial coding. We can perform DAP/BSC/MR2RAding/decoding on the link as a

whole.

4.3 Performance evaluation of the Joint Codes in a NoC platform

To evaluate the performance of the Joint CAC/SH@ses on different NoC platforms, a
system consisting of 64 IP blocks was considersdn &hapter 2. The performance evaluation
is done in terms of three principal metrics: enesgyings, area overhead and timing. Messages
were injected with a Poisson distribution for tlades of simulation of a real NoC environment.
The routing mechanism used for the MESH and Folf@ledis architectures was the e-cube
(dimension order) routing. Simulations were perfedmsing 90nm technology node parameters.
The codec blocks were synthesized with the CMP [8@hdard cell libraries. All the three

different metrics are discussed in the followingsections.

4.3.1 Energy Savings profiling in a NoC employing joint CAC/SEC codes

The generic communication architecture of any N@®rit is such that multiple switch
blocks exist between a source and destination paid, the communication takes place in
multiple stages [20] [21]. The flits from the soernodes need to traverse multiple hops
consisting of switches and wires to reach theitidagsons [33]. In presence of coding there is
additional energy dissipation arising out of thel@o blocks and redundant wires. Incorporation
of CACs effectively reduces the mutual capacitapicéhe inter-switch wire segments. Though
this helps in reducing the energy dissipation imownication, this reduction is only linear with

the change in capacitance. On the other hand,rtbe @rrection codes make the system more
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robust to noise, and consequently, the voltagel leweinterconnect can be reduced without
compromising bit error rates. The reduction in ag# swing will result in significantly more
energy dissipation reduction as energy and volsgmg are quadratically related. For each
stage, if the energy savings due to coding is ritwaa the energy added by the codec block and
redundant wires, then there will be overall enesgyings in communication between multiple
cores.
4.3.1.1 Voltage Swing Reduction Due to I ncreased Reliability

By incorporating the joint coding schemes in a Nt#fa stream, the reliability of the system
is enhanced. Consequently, the supply voltage eaneuced without compromising system
reliability. To quantify this possible reduciton supply voltage, a white Gaussian distributed
noise voltage of magnitudéy and variance or power of’ is considered, that represents the
cumulative effect of all the different sources dD®M noise. This gives the probability of bit

error, ¢, also called the bit error rate (BER) as

Vv
E= Q(—dd ]
20y . (4.1)

where, theQ-function is given by

y2

1 ° Y
Q(x)=—=—(e 2dy
\/ZTJX' 4.2)

The word error probability is a function of the ohal BER,¢. If Py (&) is the probability of
word error in the uncoded case &g (&) is the residual probability of word error with error

control coding, then it is desirable that.(¢) < P,.(¢ . Using Equation 4.1, we can reduce the

supply voltage in presence of coding759, given by
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\’/\dd =Vad 8:1—8

In Equation 4.3 V44 is the nominal supply voltage in the absence of eoging such that.

(4.3)

P...(§) = P,..(€) Therefore, to compute thé,, for the joint CAC and SEC the residual word

error probability of these schemes is computedkpkamed below.
To compute the residual probability of word error the DAP scheme let us call the two
copies of the original data bits as A and B showfigure 4.3. and let us suppose that the parity

in the decoder is regenerated from the copy A.

Copy A

D Parity

Copy B

Figure 4.3: DAP encoded flit
Then for error free decoding if A is error freeriiibe parity sent should also be error free to

enable correct decoding. So, the probability obrefree decoding with no errors in A is given

by,
‘ Ky o k+1-i
Py :Z(i )‘9| (1_5)2 o (4.4)
i=0

If on the other hand copy B is error free and loalset selected for correct decoding then the
ex-or operation between the received parity andrégenerated parity must be 1 which is
possible only when the number of errors occurrmthek+1 bits of A and the received parity is

odd. This event has a probability given below as

Py = Z () @L-g)* ™ (4.5)
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Therefore, the probability of error is given by
Poap =1— Py = F; (4.6)
For small probabilities of bit errors, the higher order terms are ignored and the rekidua

probability for DAP can be approximated as

3k(k+1)

PDAP - 2 3 ’ 4.7)

The residual word error probability of the otheinfoschemes considered here can also be
shown to be the same as DAP as they essentially th@&vsame decoding mechanism. Using this
residual probability of word error the reductionvoltage swing on the interconnects for the
joint CAC/SEC codes like DAP can be plotted agiansteasing values of bit error probabilities

as shown in Figure 4.4.

Vd
0.67 .

0.4 ‘ ‘
102 1020

Word Error Rate

Figure 4.4: Reduction in voltage swing with variation in word error rate
4.3.1.2 Computation of Energy Savingsin the Presence od Joint CAC/SEC Codes

The principal underlying the computations for ewadiling the savings in energy is the same as
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in Chapter 3. Following Equation 3.1 the savinggmergy on a particlar interconnect link over

the uncoded baseline case is given by

Esavingsj = EIink ,uncoded - (Elink ,coded + Ecodez) (41)

Similarly, the energy savings in transporting agkrflit, say the™ flit, throughh; hops can
be calculated as
h
Esavingsi - Z Esavingsj
1= . (4.2)
The average energy savings per flit in transpordimcket consisting & such flits through

h; hops for each flit will be given as,

2.

E —_ =1 j=
savings —

P hi

[

( E savings , j )
P (4.3)
The interconnect lengths and wire capacitancesaloelated exactly as shown in Chapter 3

for the different NoC architectures following Eqoat 3.4 through 3.6.

4.3.1.3 Experimental Results

The energy dissipation and hence savings of edeh-switch wire segment is a function of
A, the ratio of the coupling capacitance to the bcdipacitance. For a given interconnect
geometry, the value df depends on the metal coverage in upper and lovet¢alfayers [30].
The value of is varied in these simulations within the two exties for the 90nm node between
1 and 6 [30].

The energy savings profile of the same MESH netvoanksidered earlier incorporating the

joint codes are shown in Figures 4.5 (a) and (bjHe two values of respectively.
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The energy savings profile of the Folded Torus oekwincorporating joint codes for=1
andi=6 are shown in Figures 4.6 (a) and (b), respdgtiveis clear from these figures that the
energy savings capability of the joint codes is entian that of the sole CAC’s. Even in vl
case, for a MESH-based NoC the joint codes arebtajod saving energy.
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Figure 4.6: Bit Energy Dissipation characteristicsfor (a) A=1 and (b) =6 in a Folded-
Torusbased NoC

4.3.2 Timing Characteristics
Following the same methodology as in the previongpter for maintaining a pipelined

communication architecture, we developed VHDL msedelr all the codec blocks described

above and synthesized them using Synopsys’ systhesl in the CMP [29] CMOS 90 nm
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standard cell based technology. We used Synopsiye Hiime to determine the delay along the
critical path in all the codec blocks. The resualts shown in Table 4.2. To have a technology-
independent measure of the delays, we also comvdreeabsolute values obtained from Prime
Time timing analysis tool to FO4 delay units.

These results indicate that the delay associatddegich encoder and decoder is well within
the ITRS suggested limit of 15 FO4, and can theeebe driven by a clock with a period of 15
FOA4. So, incorporating codecs in the switch blod&es not disturb the pipelined nature of the
communication fabric, though it adds extra stagasisequently data introduction rate is not

bound by the delay of the codec blocks.

TABLE 4.2
DELAY OF THE CODEC BLOCKS
Delay of the
critical path (FO4)

Coding Scheme

Encoder 10.0
BSC

Decoder 12.7

Encoder 9.6
DAP

Decoder 11.8

Encoder 9.6
MDR

Decoder 11.8

4.3.3 Area Overhead

While evaluatinghe performance of the joint coding schemes thesilicon area the joint
coding schemes add both to the NoC switch blockk tanthe inter-switch buses need to be
considered. Through RTL level design and synthes) nm technology node, it is found that
the switches, inclusive of the network interfacd)(&hd without any coding scheme consist of
approximately 30K gates. Here, a 2-input minimugedi NAND structure is considered as a

reference gate. In comparison to this the codecB&LC, DAP and MDR have around 842, 679
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and 685 gates respectively. This size differencatiser insignificant in overall switch design.

This minor area penalty is worth the energy savings

4.4 Conclusions
Joint Crosstalk Avoidance and Single Error CormtiCodes increase the reliability of the

NoC communication fabric against transient errdtgs increase in reliability can be translated
to a savings in energy dissipation on the interechtinks of the NoC. This can be achieved
because increasing robustness can tolerate lowse nmargins and hence lower voltage swing
on the wires. Along with this reduction in voltagwing the reduction in crosstalk induced
switching capacitance in the wires also cause aucteh in energy dissipation in
communication. However, the codecs dissipate enewpjch must be considered while
evaluating the gains from implementation of suchldimg schemes. The timing and area
overheads are also measured and are found to tiieaple due to the gains in energy savings.
Thus we can observe that joint CAC and SEC resulsavings in energy on the NoC

interconnects without disturbing the pipelined stawe of the communication fabric.
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Chapter 5

Joint Crosstalk Avoidance and Multiple Error Correction
Coding

With shrinking device dimensions, the joint croistavoidance and single error correction
codes (CAC/SEC), discussed in chapter 4 are ndiceumt to meet the high reliability
requirement of Networks on Chip designed in ulteep sub-micron (UDSM) technology.
Compared with Hamming codes, standard double ewarection codes like BCH codes are
computationally complex. Thus, these kind of codsafpemes are not very efficient from the
perspective of energy and area overhead. Alsoetbesemes do not have any inherent crosstalk
avoidance properties and being non-linear in natwosstalk avoidance coding and multiple
error correcting codes like BCH codes can not beeaged in series without disturbing the
properties of either of them. In this chapter a etopint crosstalk avoiding double error
correction coding scheme called Crosstalk Avoidddeable Error Correction code (CADEC) is
proposed [35]. We investigate the performance ofDEE in comparison with the various
existing joint CAC/SEC schemes in different NoChatectures. One point worth noting here is
that, according to [12] the sole error detectiotiofeed by retransmission is a more energy
efficient scheme than the error correction. To ldsth the performance benchmark for the

CADEC scheme, we compare its performance with eota detection (ED) codes also.

5.1 Crosstalk Avoidance Double Error Correction Code
The Crosstalk Avoidance Double Error Correction EGGADEC) is a joint coding scheme

that performs crosstalk avoidance and double ecmrection simultaneously. It achieves
crosstalk avoidance by duplication of the bits. Baene technique also increases the minimum

hamming distances between codewords enabling &théeghor correction capability.
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5.1.1 CADEC Encoder

The encoder is a simple combination of Hamming rngdollowed by DAP or BSC encoding
to provide protection against crosstalk. As showfkigure 5.1(a), the incoming 32-bit flit is first
encoded using a standard (38, 32) shortened Hamaoadg, and then each bit of the 38-bit
Hamming codeword is duplicated and appended wghrdy. The (38, 32) Hamming code has a
Hamming distance of 3 between adjacent code w@dsduplication this becomes 6 and after
adding the extra parity bit this distance becomes Aamming distance of 7 enables triple error
correction, but at a somewhat higher complexityt tban the double-error correcting schemes
considered here. Consequently as a first step wesidered only the double error correction
capability. The extra parity bit, which is a paft@AP or BSC schemes, is added to make the

decoding process very energy efficient as explabetdw.

5.1.2 CADEC Decoder
The decoding procedure for the CADEC encoded #it be explained with the help of the

flow diagram shown in Figure 5.2. The decoding atgm consists of the following simple
steps:

() The parity bits of the individual Hammingmes are calculated and compared with the
sent parity;

(i) If these two parities obtained in step (ijfe, then the copy whose parity matches with
the transmitted parity is selected as the outppy aj the first stage.

(iii) If the two parities are equal, then any oy is sent forward for double error detection
(DED) by the (38, 32) Hamming Syndrome detectiatkl

(iv) If the syndrome from the DED block obtained this copy is zero then this copy is

selected as the output of the first stage. Othexviige alternate copy is selected.
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(v) The output of the first stage is sent for (32) single error correcting Hamming
decoding, finally producing the decoded CADEC outpu

The circuit implementing the decoder is schemdgictiown in Figure 5.1(b).

The use of the DAP or BSC parity bit actually makies decoder more energy efficient,
compared to a scheme without the parity bit, wiabktays requires a syndrome to be computed
on both copies. When the parity bits generated froahvidual Hamming copies fail to match,
the DED-syndrome block need not be used at alk thruaverage making the overall decoding
process more energy efficient. This situation arisaen there is single error in either one of the
two Hamming copies, which, generally, will be theshprobable case. We note that the circuit

diagram of Figure 5.1(b) and the flowchart of Fgbr2 show only the logic for error correction.
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Figure5.1: (a) CADEC Encoder. (b) CADEC Decoder
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5.2 Error Detection Scheme
This scheme implements Hamming code for error diete@nd retransmits if the scheme

detects that the flit is in error [12]. As an exdepphe (38,32) Hamming code implemented for a
32 bit wide flit has double error detection capi&pidnd it can reliably detect but not correct, up
to two errors in the flit. The ED scheme only détdabe errors; on detection of any error pattern,
it sends an automatic repeat request (ARQ) sigratetransmission of the flit. The encoder is
essentially only a (38, 32) Hamming encoding blothe decoder is also a standard syndrome

decoder for the Hamming encoded flit. Evidentlyistscheme does not have any crosstalk
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avoidance properties.

5.3 Voltage Swing Reduction and Residual Probability of Word Error
In DSM NoC paradigm, reliability and energy dissipa can not be decoupled. Enhancing

reliability by performing coding invariably incress the energy overhead due to the codec
blocks and redundant wires. But due to increasdidbikty, the voltage level driving the
interconnect wires can be reduced without increpthe probability of residual word error as the
reduction in noise margin can be compensated byinbeeased error resilience [12] [13].
Considerable energy savings can be achieved byiregithe voltage level on the interconnects,
since the energy dissipation depends on the sa@didine voltage.

5.3.1 Noise Modeling and Voltage Swing Reduction

2
To quantify these gains, consider a Gaussian lliggd noise voltag€y with variance~

which models the cumulative effect of all the tians DSM noise sources as mentioned before.

This gives the probability of bit errat, also called the bit error rate (BER) as

V
é':Q( dd j
20y . (5.1)

Where, theQ-function is given by

y2

1 ¢ -L
Q(X):Eie 2 dy 52

The residual word error probability is a functiohtbe channel BER. If Py, (&) is the
probability of word error in the uncoded case &ad (¢) is the residual probability of word error

Punc

with error control coding, then it is desirablettllugacc(‘g) = (5). Using Equation 5.1, we can

reduce the supply voltage in presence of codiNgdt,ogiven by
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\7dd :Vddm
Q7 (e) | (5.3)

In Equation 5.3Vyq is the nominal supply voltage in the absence of@uding. To compute

A

the Vag for various schemes we find the residual wordreprobability for each of the schemes

investigated in this thesis.

5.3.2 Residual Word Error Probability for CADEC

The probability of correct decoding can be foundcbysidering each of the cases where the
decoder can correctly decode flits despite errdle cases where the decoder can correctly
decode words with more than two errors also nedzbtoonsidered. The complement of the set
of correctly decoded words constitutes the setnofetected errors. This probability is given by

Pcapec (€). So, we have the relation:

I:)CADEC(‘E‘) = 1 - I:)correct (5_4)

In the following derivation the width of the origihflit is denoted by k, whereis 32, which
is first Hamming coded to 38 bits, denotedrbyEach bit of the n-bit Hamming codeword is
duplicated and an overall parity bit is appendelti pAssibilities of correct decoding are broadly
divided into three categories:

(i) Error-free transmitted parity bit:

One of the copies has no error while the otheramsvhere from zero to all bits in error.
This can be correctly decoded similarly as in tiPDscheme which is integrated into the novel
CADEC scheme.

(i) Single bit error in each copy:

There is a single error in both copies, irrespectif’the parity-bit being in error or not.
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(i) Erroneous transmitted parity bit: There are mukijgases under this scenario
* no errors in either copy;
* up to one error in one copy and an even numberrofsin the other starting from 2 to
errors;
» asingle error in one copy and an odd number @irgiin the other.
The complete probability of correct decodifgerrectiS given by the sum of the probabilities
corresponding to the above mutually exclusive cdsethe limit of small channel BER [10], this

can be expressed as

Pcorrect = 1 - nz(n - 4)53 (55)
From Equations 5.4 and 5.5, the word error prolighd
Peaoec (€) = n*(n—4)e” (5.6)

5.3.3 Residual Word Error Probability of the sole ED scheme
As pointed out in [23], an{n,k) linear code can deteé’ - 2 error patterns of length. The

probability of undetected error for any,) linear code can be computed from the weight

distribution polynomial of the codeéi\(2), given by
A=A +AzZ+..+AZ" (5.7)
whereAy is the number of codewords with weight (i.e., thenber of 1s in the codeword)
equal tok. The dual of the linear code also has an assadcveggght distributionB(2), given by

B(z) =B, +B,z+...+ B,Z" (5.8)

The weight distribution of the original code ansldiual code are related by [23][27]

A(Z) =270 (14 )" B(Ej
1+z) (5.9
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The probability of undetected word errbeo (€) for an error detection scheme using a linear

code with dual weight distributioB(2) is [32] [36]
P,(e) =2 "YB@1-2) - (1-¢)" . (5.10)
B(l-2¢) = Zn:Bi 1-2¢)'

where,B(1-2) is given by =0 . (5.11)

The ED scheme proposed in [20] uses the (38,32jtestexd Hamming code for error
detection, so the coefficenBs in Equation 5.1Jare obtained by using the H-matrix of that code.
Using Equation 5.10, the probability of undetecestbr for the ED code, for small values of

BER ¢, turns out to be
Pep (£) = (n—k)&? (5.12)

wheren=38 andk=32 for the (38,32) shortened Hamming code.

5.3.4 Voltage Swing as a Function of Increasing Bit Error Rate
Using Equation 5.3, along with Equations 5.6, 5424 4.7 from the last chapter for the

undetected word error probabilities for the différeoding schemes, the tolerable voltage swing
reduction can be computed against varying valuéBER . The plot of voltage swing versus
BER is shown in Figure 5.3. The nominal voltagéhat90 nm technology node is assumed to be
V, =10V .

As can be seen from Figure 5.3, the voltage swsnigwer than the nominal voltage for all
the coding schemes. The CADEC scheme provides mawiwoltage reduction as it can correct

and also detect more errors than the others.Heoptirpose of simulations the voltage swings

for different coding schemes corresponding to tienoel BER ofl0™ is used.
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Figure5.3. Variation of achievable voltage swing with bit error ratefor different coding
schemes

5.4 Expected Energy Dissipation in Presence of Errors
The schemes investigated here implement correatitedligence either in the form of joint

crosstalk avoidance and forward error correctiormor detection followed by retransmission.
In the error detection (ED) scheme, whenever aor ésrdetected, the receiving switch asks for
retransmission from the previous one. In contrabe joint crosstalk avoidance and
single/multiple error correcting codes ask foraasmission only when the number of errors in a
flit exceeds their correction capability. An irgsting study is to compare the expected energy
dissipation per bit for each of the schemes, githext there is an error in the flit when it is
transmitted for the first time. In the followingrieations the coded flit lengtimis assumed to be
38 for the ED scheme, 65 for DAP, BSC and MDR, @ndor CADEC.

The retransmission mechanism used for each of thenses to avoid data loss, is a
switch-to-switch, flit level retransmission. If theumber of errors in a flit is more than the
correction capability of the coding scheme theraatomatic repeat request (ARQ) is sent and
the erroneous flit is retransmitted. The ED scheerals ARQ in presence of even a single error.

This necessitates adequate buffering at the svattirethe flits already transmitted. So, there is
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an additional energy expenditure associated withrdtransmission buffers [20]. The energy

dissipation associated with the ARQ signal needsetoonsidered as well.

5.4.1 Error Detect and Retransmit Scheme-ED
The probability of the flit having an error in tffiest transmission is given by the following

eqguation, in which the last equality assumes sBiaR «:

P, =PED)=1-1-¢6)" =me

(5.13)

Let the event that there is an error in the firansmission b&, and the event that th&
transmission is the first error free transmissiéiera-1 erroneous transmissions Be Then the
conditional probability for ever given evenB has occurred can be computed as

P(A/B) = m
P(B) (5.14)

As A is the event that the first-{) transmissions have errors aRds the event that the very
first transmission has at least a single error areabserve that eveAtimplies evenB. Thus we
may say thaANB equals onlyA. Now, the probability of repeated transmissions is given by the

probability ofi-1 transmissions with at least one error anditheansmission without any error

i-1
which is [PGDIA-P(E1) So, the conditional probability ofrepeated transmissions given
an error in the first transmission is

p = p(a/p) = [PEDI"A-PE1D)
Perror . (515)

Hence the expected energy dissipation is giverhbydllowing infinite sum, which accounts

for all possible transmissions:

(o]
E){Ebit, ED/ Error :i EZPI [ﬂIZHEED 5.16)
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In Equation 5.16, the number of transmissions nitstlom 2 as that is the least number of
transmissions needed if the first transmission wwahas an error, and

Eeo = Boeo * Boitour + Eare. Here,Epitep is the energy dissipated per bit in a inter-svitok

in case of the sole ED scheme. The energy facsor iatludes the energy per bit for the buffer
storage,Epitpur and the energy dissipation for the ARQ Iiro Thus | [Egp is the energy
dissipated per bit inrepeated transmissions for the ED schenmgs gives the expected energy

dissipation for the ED scheme as

E JErmog =2 ™)
By eD rroﬂ_(l_mg) ED

(5.17)
wheremis the total number of bits in the coded flit. Bonalle the above equation simplifies
to

EX [ Error] =[2+ mg]EE

Ebit, ED D . (518)

It is evident from Equation 5.18 that the expectetlie of energy dissipation in the ED

scheme is more than twice that of a single transonsin presence of errors.

5.4.2 DAP, BSC and MDR coding schemes:
If the DAP, BSC and MDR schemes were enhanced wsiegransmission mechanism, then

we would expect the energy dissipation to dependthen retransmission probability. The
difference between the joint CAC/SEC schemes andED scheme is that the joint code will
send an ARQ only when there is more than one @arrtire flit. For any single error the schemes
will correct the flit on the fly. Once again, latbe the event that there aré transmissions with
more than one error, which necessitated retran@mistor i-1 times, while the last™

transmission has one or less errors. AlsoBlbe the event that the first transmission hadastle
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one error. As in the case of the ED scheme, wenéeeested in determining P(A/B). As before,
ANB=A asA is a subset oB. The conditional probability of having 1 repeated transmissions,

given an error in the first transmission, follofsem Equation 5.15 and is given by

p = PE2TP(<2)

I:)error . (519)

Here Peror is Obtained from Equation 5.1R(<2) is the probability of having less than two
erroneous bits in the flit, anfZ 2 s the probability of having two or more errorstire flit

which is given byl_ P(<2) Now, for i=1, the flit had exactly one error and hence was

correctable; this probability is given by

_ m-1
= PR _med-¢) ~1-(m-1)e
Perror me (5.20)

The expected value of the energy dissipation iemiby the following sum similar to

Equation 5.17

EX[Ebit,DAP [ Error] = iglp' a [EDAP (5.21)

where Eore = Boiton * Eviour * Barg andEyiipap is the energy dissipated per bit in a inter-
switch link in case of the DAP scheme. As befdne, ietransmission buffer energy and the ARQ

energy are also included. Equation (26) can belgiethfor small values of as

2
m-1)
m(m-1) SIE

4 DAP  (5.22)

EX Ebit,DAP/ Error] = [1+

Equation 5.22 also gives the expected value ofggndissipation per bit (given an initial
error) for BSC and MDR, since they have the samer eorrection capability as DAP. From
Equation 5.22, the expected energy dissipatiorbgerhen an error has occurred is less in the

case of DAP, BSC or MDR codes than in the casemfds they send an ARQ only when there
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is more than a single error which happens lessnadfit@n a single error occurring in the

transmitted flit.

5.4.3 CADEC scheme:
In CADEC, the expected energy per bit will be ldsn in ED, as CADEC retransmits only

when there are three or more errors compared tovBidh retransmits even when there is a
single error.

For CADEC, the even@ will be i-1 transmissions with more than two errors andlése
transmission with two or less errors. The evBnas before will be the case when the first
transmission is in error. Follwing similar arguerntseas in the case of ED and DAR)B = A.

Hence, the conditional probability ofrepeated transmissions, wherd, given that the first

p = PG 3)"P(<3)

transmission has an error, is given by Perror , (5.23)

where P(<3) is the probability of having 0, 1 or 2 errors imetflit and P(23)js the

probability of having more than two errors and éq&a_ P(<3)

However, if the first transmission has two or lea®rs then there will be no retransmissions

and this event has the probability

_PO PO _,_ (m-D),

i=1
I:)error Perror 2 ' (5 . 24)

wherem is the number of bits in the coded flit.
Similar to the other schemes the expected valuthefenergy dissipation in this case is

given by

EX Byt cavec / Error] = Z P 0 [Ecapec
i=1 (5.25)
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where Ecavec = Boicavec * Boitpur + Earg and Epit capec is the energy dissipation per bit for
the CADEC scheme. The energy dissipation per bitHe retransmission buffel ,,s and that
for the ARQ bit,Earg are also considered in Equation 5.25.

The final expected value of the energy dissipagiren there is an error in the flit in

presence of CADEC coding simplifies (in the limitsmnall [13]) to

(m_:D 8] Eb CADEC

EXEyicaned ErTof =[1-
2 . (5.26)

From the above analysis, it is evident that in ¢ent of an error the ED scheme on an
average dissipates about two times more energytt@a@ADEC scheme per bit, ignoring the
term which is much less than unity.

An important point worth mentioning here is ti&t pap > Epit.capec@NdEpit ep > Epit cabec
This is because the voltage reduction owing to eoément in reliability is more for the
CADEC scheme compared to the other two as seenigurd=5.3. The effective switching
capacitance of adjacent wires in presence of atbsatoidance coding in CADEC is less than
that for the ED scheme which does not guard agaimgsstalk. Though the coupling
capacitances in DAP, BSC and MDR are same as nh@ADEC, they need a higher voltage
level due to their lower error correction capabilis these two factors, namely, voltage swing
and switching capacitance, are the primary continigufactors towards energy dissipation, the

energy expenditure per bit per hop is much les€RDEC compared to the other.

5.5 Performance Analysis of the CADEC scheme
As in the previous chapters, the performance arsabfsthe CADEC scheme is done based

on the three important metrics of energy dissipationing requirements and area overhead. The

analysis is done on a 64-IP NoC platform implenmentwo of the most commonly used NoC
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architectures like MESH and FOLDED-TORUS. As tharecteristics of the joint single error
correction codes are very similar and it is showthe last chapter that DAP is the most efficient
of those codes, here only DAP is used for the mepaf comparison with CADEC. For the
purpose of simulation messages were injected witlPagsson distribution. The routing
mechanism used throughout the simulations wasube (dimension order) routing [21].
Simulations were performed assuming 90nm technologye parameters exactly like in the

previous two chapters.

5.5.1 Energy Savings in an NoC by employing CADEC

Following the same principles as in the previousptlrs the savings in energy dissipation is
studied as a function of the network dynamics. fesdnergy dissipation shows a saturating trend
with increasing injection rate the energy savingsile also shows similar tendencies. There are
several factors to be considered while evaluatimg $avings in energy like voltage scale
reduction due to increase in reliability, reductioncrosstalk capacitance on the wires and
additional energy dissipation due to the codecksdomplementing the coding schemes.

Taking all factors into consideration the metric tmmparison of energy savings takes into
account the savings in energy due to the reduckdgeoswing and crosstalk, additional energy
dissipated in the extra redundant wires and thecadlhe savings in energy per flit per hop is

given by,

EsavingSJ = Elink,uncoded - (Elink,coded + Ecodet) (527)

whereE;ink, uncoded@NdEiink coded @re the energy dissipated by the uncoded flitthecdcoded flit in
each inter-switch link respectivel¥.qqec iS the energy dissipated by each codec. The energy

savings in transporting a single flit, say thdlit, throughh; hops can be calculated as
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h
Esavingsi - Z Esavingsj : (528)

j=1
The average energy savings per flit in transpordinacket consisting ¢f such flits through
hi hops for each flit will be given as,
P
_ 2 2 (B )

E savings = 121 5 . (5.29)

Once again, the metri€ is independent of the specific switch implementatiowhich

savings

may vary based on the design.

In order to quantify the energy savings profile BrNoC interconnect architecture, we
determine the energy dissipated in each calggecby running Synopsy¥ Prime Power on the
gate-level netlist of the codec blocks implementsthg the CMP [29] library in the 90nm
Technology. To determine the inter-switch link eyyem presence and absence of coding, that
IS, Eijink coded@NAEjink uncodedr€Spectively.

The actual energy dissipation and hence the sawhgach inter-switch wire segment is a
function of A, the ratio of the coupling capacitance to the bo#ipacitance. For a given
interconnect geometry, the valueshoflepends on the metal coverage in upper and lovegalm
layers. At the 90 nm technology node, the two em&evalue ofk are 1 and 6 respectively [30].
The figures below show the energy savings problettie Mesh and Folded-Torus architectures

for two representative values ofor the 90nm technology node 1 and 6.
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As can be inferred from Figures 5.4 and 5.5, ethergy savings is much more pronounced

in case of the Folded-Torus network architecturig@is Ts because the interconnect lengths are

double in the case of a Folded-Torus NoC fabric@spared to that in a Mesh. Hence the

savings are more as they only occur on the wirdsaag proportional to the length of the link.

5.5.2

Timing Requirements

Following the same principle as for the other cgdsehemes if the encoder and the decoder

of the CADEC scheme have critical path delays tkas one clock cycle or 15 FO4 the system
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can be operated without any penalty on the clodkectyme or the throughput of the system. The
critical path delays of teh all the joint codindhemes considered in this work are listed in Table
5.1 including that for the ED scheme.

All of these codecs have delay less than a siniglekacycle, even CADEC. Thus all the
schemes including CADEC can enable the entire Nm@perate at the same throughput as
without the coding system and in effect only inse=athe depth of teh pipeline which influences

only the latency of the NoC.

Table 5.1. Critical Path Delays for the Codec Bkck

Coding Scheme Delay (FO4)
ED Encoder 8.2
Decoder 13.3
DAP Encoder 9.6
Decoder 11.8
BSC Encoder 10.0
Decoder 12.7
MDR Encoder 9.6
Decoder 11.8
CADEC | Encoder 13.1
Decoder 14.0

5.5.3 Area Overhead
For the sake of complete comparisons the silicea aequired by the codec blocks for each

of the coding schemes must also be reported. ThrdRigL level design and synthesis in
Synopsy$" Design Analyzer the silicon area consumed by eadec was obtained as shown in

Table 5.2. The figures are expressed in unitsmoframum sized 2-input NAND gate,.
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Table 5.2. Area Overhead of the Coding Schemes

Coding Scheme Area (2-input NAND
gate)
ED 816
DAP 678
BSC 842
MDR 684
CADEC 1357

The switches along with the Network Interface (bdnsist of approximately 30K minimum
sized NAND gates. Consequently, the area overhgsaésadue to all the coding schemes is not
significant. This small overhead is a small pricgay for the enhanced reliability and high gains
in energy savings from incorporating the codingessbs. Another extra area overhead arises
from the retransmission buffers. Following [20] faull throughput operation these buffers
account for around 1200 two input NAND gates peitgwport. This additional area overhead
can be avoided by adopting a coding scheme withehnigrror correction capability. As shown in

(14), the word error probability and hence the pimlity of retransmission is proportional to

g*for the CADEC scheme. Assuming a typical bit emate, ¢, of 10°°, the probability of
retransmission is extremely low. Consequently, ewghout provision of retransmission the
probability of data loss will be negligible. Thiaggests that higher order error correcting codes

will be more area efficient than retransmissiondaobhisiechanisms.

5.6 Conclusions
By incorporating jointrosstalk avoidance and double error correctionioggit is possible

to simultaneously enhance the reliability of theQ¥and lower the energy dissipation, despite
the associated redundant wires and codec logiciresgants. As verified through detailed

analysis and simulations, the proposed CADEC scHemers the energy dissipation compared
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to all other existing schemes studied here. Thecpal sources of energy savings arises from
two factors, namely, the possibility of loweredtagle swing, and reduction of mutual switching
capacitance of the inter-switch wire segments. Frieenanalysis carried out in this work, it can
be concluded that coding schemes with higher ooderection capability outperforms sole

retransmission-based mechanisms interms of enrgjyaga overhead.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions
Shrinking device dimensions and dense packing tEréonnect wires in the current and

future technlogy nodes makes signal integrity issalarming in the design of Networks-on-Chip
(NoC). Corrective measures should be adopted atlésegn level to address transient errors
issues. In this work it is shown that by incorpmatof coding schemes on the data to be
transmitted on NoC interconnects it is possibl@cthieve increase in transient error resilience.
We have seen that Crosstalk-Avoidance-Codes campiemeted on the data-stream to guard
against worst-case crosstalk in adjacent wiress bt only results in reduction of crosstalk but
also enables lower energy dissipation in the Na€raonnect fabric due to reduced coupling
capacitance among the wires. As a developmentatnctincept it is shown that implementation
of joint crosstalk avoidance and single error aotios schemes like DAP, MDR and BSC can be
used to reduced crosstalk as well as simultaneagstect a single transient error in the data
stream. These coding schemes had an advantagthevale CAC'’s as they allowed a reduction
in the voltage swing driving the interconnects tluencreased tolerance to transient noise. Thus
by allowing a lower noise margin the joint codesevable to achieve a higher savings in energy
dissipation compared to the sole CAC schemes.

The major contribution of this work is the develagm of a novel coding scheme that
combines the advantages of both crosstalk avoidascevell as forward error correction
techniques. The name of the scheme is Crosstalkdamoe Double Error Correction scheme or

CADEC. As the name suggests this code has forwamnd eorrection capability of upto two
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errors along with the best crosstalk avoidance @gpas a result this scheme can tolerate even
lower noise margins and can operate with the same &te at lower voltage swings driving the
interconnect. Thus the energy savings obtained @WDEC is more than any other coding

schemes existing in the NoC pardigm.

6.2 Future Directions
The research performed for this thesis work hagrsév¥ar reaching directions as discussed

below:

6.2.1 Extension of the CADEC scheme
The CADEC scheme can be extended to a family aftJGrosstalk Avoidance Multiple

Error Correction and Detection scheme which camecbrand detect multiple errors at the same
time. The CADEC encoder is such that the minimummhkiéng distance any adjacent code
words is 7. This enables up to triple error cormectand quadruple error detection. One
interesting point is that, by transmitting an exgeaaity bit for both the Hamming codes to make
both copies (39,32) codes each withind= 4, we can achieve triple error correction and
guadruple error detection simultaneously. In additto design of the new family of codes
comparisons have to be made with other coding sekdike BCH and Hamming to establish
proof of the efficeincy of this methodology.
A comparison of coding methodologies in general diner circut level reliability

methodologies like radiation hardened circuitspleriModular Redundancy methods need to be

made to estabish our method as a viable alternttisach schemes.
6.2.2 Carbon Nanotube Interconnects

Beyond the 32nm Technology node the interconnetltsiange drastically as predicted by

ITRS. It can be shown that nano wires can be eegatketo outperform copper interconnects in
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the future technology generations. Interconnect§ e made of carbon nanotubes and
nanowires. Manufacture of such nanoscale structusaslly follow a methodology called self-

assembly. This process is extremely unreliableeanat prone. The defect rate for these wires is
predicted to be in the 1% to 15% range. Hence biditig issues will be a major challenge in

nano technology too. New even more robust scheneesl o be designed to address the
increased concerns of transient error resilienbe. dpplicability and advantages of the CADEC
scheme developed here can also be investigatduatntéchnology. It can be conjectured that
handling the signal integrity issues associatedh wanowires will only be effectively achieved

using design-stage solutions in addition to theutsmhs available in manufacturing and post-
design stages. We therefore propose to extendotieg methodology proposed in this work to

the nano domain.

6.2.2 Three Dimensional NoC
Three dimensional (3D) Network on Chip (NoC) haerdly attracted researchers’ attention.

3D NoC'’s are capable of achieving better systeroudjinput and lower latency compared to the
corresponding 2D implementations. To fully expldite performance benefits of 3D
architectures, it is imperative to address sigmékgrity issues in the design phase and its
implications on energy dissipation. My near futuesearch direction will be investigating the
applicability and efficiency of the designed codimgthods in different 3D NoC architectures.
The scenario for the 3-D NoC'’s is a little diffetahan in a planar NoC as the vertical wires
there are usually much shorter in the order ofwalieandred microns. Hence, the savings on the
vertical wires might not be so well pronounced. ldwer, | expect that since the vertical wires
will be used only for a fraction of times the planaterconnects are used the coding

methodologies will still have considerable advaetager an uncoded case.
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6.2.3 Burst Error
Sometimes due to inadvertent faults in the chigane drastic transient phenomena burst

errors may be caused in a particular flit. Amongeotcauses, this can happen due to a wire
laterally crossing a bus or due to a surge in thegp supply. Crosstalk is also a cause of burst
errors. A possible extension of the research desdrin this thesis can be to explore various
causes of burst errors in on-chip environmentsdasign of smart low-latency and low memory

burst error correction codes.

6.3 Summary
NoC has emerged as an enabling solution for integraf huge number of embedded IP

cores on a single die. In this communication cenparadigm reliability issues assume
alarmingly large significance. Smart methodologse to be adopted at the design phase to
address transient failures to enable proper funatity of the system. Through efficient code
design higher reliability and lower energy dissipatcan be achieved while keeping the

overheads within acceptable limits.
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