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Abstract
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Mobil Ad-hoc networks (MANETs) are used in a variety of situations ranging from

conference meetings to military operations.

Among the important challenges facing MANETs is the development of suitable routing

protocols. A Routing Protocol must be aware of the diversity in the network if the network

is going to perform at its best. The routing protocol should be efficient and able to adapt

to rapidly changing topologies. A MANET is applicable to any situation requiring network

communication in particular short-lived highly mobile networks. The routing protocol needs

mechanisms that handle the mobility such that the communication disruption time is min-

imized. Specifically we desire a routing protocol with quality control mechanisms for every

important stage in the lifetime of a route.

This thesis proposes a Quality of Service (QoS) aware source initiated ad-hoc routing

protocol (QuaSAR) that adds quality control to all the phases of an on-demand routing

protocol. QuaSAR gathers statistical information from the network during route discovery,

more specifically battery power, signal strength, bandwidth and latency. In particular we

use the signal strength to find stronger connected routes. The metrics are associated to

the individual route and later used when a route to the destination is picked. QuaSAR
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includes proactive route maintenance features in addition to the reactive maintenance. The

proactive mechanism of QuaSAR makes a Mobile Node (MN) on an active route aware of

route critical incidents in progress and notifies the appropriate party of the development.

Performance experiments were conducted to test the performance of QuaSAR using ns-

2 Network Simulator. Results were compared with Dynamic Source Routing (DSR). The

following mobility models were used in the experiments: Random Waypoint, Gauss Markov,

Manhattan Grid and Reference Point Group Model.

We have demonstrated that using signal strength and proactive mechanisms as a means

of routing will increase the throughput and the packet delivery ratio. The quality control

mechanisms of QuaSAR enhance the performance experienced by MNs by giving it more

stable paths thus minimizing the communication disruption time.
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Introduction

The first wireless LAN came together in 1971 when networking technologies met radio

communications at the University of Hawaii as a research project called ALOHAnet [2].

However it wasn’t until the introduction of the Internet that wireless technology started to

become a serious alternative to wired Local Area Networks (LAN) [28]. The technology had

been unreliable and expensive but started to gain trust. With the increasing popularity came

also the importance of the development of Wireless Routing Protocols. The introduction

of wireless networking introduced a new set of opportunities since users can move around

without a physical network cable attached to the Mobile Node. This mobility is desirable

but must be handled by appropriate protocols.

The diversity of Mobile Nodes available today creates opportunities and challenges. The

opportunities seem to be limitless as even the weaker mobile nodes are powerful enough to

handle heavy computational processing. However as the weaker are getting stronger the

stronger are getting even more powerful. The day when all mobile nodes are created equal

may happen but until then we must be aware of the diversity and the challenges they pose.

Applications have different features facilitating them to perform their mission as a com-

puter processor. These features have requirements to their surroundings such as hardware,

operating system and network performance. Hypertext Transfer Protocol (HTTP) [19], File

Transfer Protocol (FTP) [40] and real-time protocols [16] all have different requirements in

terms of reliability and speed. To be able to offer these application protocols the different
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features they demand the lower layers need Quality of Service control [6].

Quality of Service is not a new term in Computer Science but it wasn’t given much

attention before the major offspring of the Internet began in the early nineties [55]. Before

the Internet era began Quality of Service hadn’t been a serious issue in computer networks

and had typically been handled simply by adding more resources when the service became

unsatisfactory. However this was not a viable solution for handling Quality of Service

degradation in the increasingly popular Internet. Following the network boom the Wireless

technology became cheaper and subsequently popular. The network protocols were not

designed with Quality of Service in mind and needed upgrading.

The main goal of any communication whether it is lingual or binary is to diminish the

communication disruption time. Two persons talking to each other don’t want to repeat

every other sentence as they couldn’t understand everything the other said because of

external events like noise. We can apply this analogy to two computers communicating

with each other in a network. They don’t want to waste energy on resending information

because of events like bit errors or packet drops. There are solutions to every problem,

not necessarily perfect ones but solutions that will diminish the hitches. The two persons

can for example talk louder, move indoors, or communicate by using their hands. The two

computers can get a better connection by moving closer, but unlike humans the computers

can’t think and therefore needs carefully designed protocols that handle the faults that

eventually will happen.

The chapters of this thesis are organized as follows. In Chapter 1 we introduce wireless

networks, in particular ad-hoc networks. Next the concept of Quality of Service is explained

and applied to routing protocols. The focus of this thesis is Quality of Service aware Mobile

Ad-hoc Network (MANET) Routing Protocols and in the related work section we present

work within this area of research. The basis for our proposed MANET routing protocol is

on-demand source routing, which has particular implications that are explained in detail.
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In Chapter 2 our proposed routing protocol is presented with illustrating pictures and

clarifying algorithms. Then in Chapter 3 we give results from simulation experiments we

performed, and an analysis that highlights important aspects of the results. Chapter 4

comprises conclusions to our work and highlights the challenges we face within the Quality

of Service aware MANET Routing Protocols research area.
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Chapter 1

Wireless Networks

Wireless networks can be applied to a wide variety of situations. The military has become

dependant on wireless communication. A lost backpacker is happy if there is a wireless

connection. Other wireless networks can be there as a service for example at a coffee shop.

There are however in essence two types of wireless networks:

• Infrastructure based: Includes designated communication points that are intercon-

nected with each other.

• Infrastructure free: Has no designated communication points.

Infrastructure based wireless networks [24] have Base Stations that connects the Mobile

User to a network and as in wired networks the routing is done by designated stationary

routers. The problems occur when a Mobile Node (MN) moves out of range of the Base

Station it originally connected to. In Mobile IP [38] this Base Station is referred to as the

Home Agent. The Home Agent will try to detect that a MN is moving out of range and tries

to hand it off to a different Base Station. It is important that a handoff happens seamless

for the client operating the MN. This is not possible in all cases i.e. if a MN is moving

too fast for the Base Station to detect the signal strength degradation. The infrastructure

offers a certainty that a MN will be able to communicate as long as there are available
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Base Stations within signal range. It is the communication disruption time that has to be

diminished.

Infrastructure free networks do not have designated stationary routers. Mobile Ad-hoc

Networks (MANET) is a type of wireless network without an infrastructure [29]. The MNs

in a MANET operate as both a client and a router, which immediately assumes that every

MN has this capability. Instead of having Base Stations with only one important task

MANETs introduces every MN as a potential router. Packets sent through the network

will be forwarded to the destination by MNs attached to the MANET. It is very likely

that communication disruption will happen in both infrastructure based and infrastructure

free networks. However unlike infrastructure networks the mobility of the MNs becomes

an important factor in MANETs. Route discovery and choosing is of high importance and

must handle a number of situations i.e. high mobility. A MANET is an appealing network

but it needs protocols that are able to handle the events that will occur.

1.1 Routing Protocols

The opportunities in mobile networks have introduced a new set of issues that needs to be

handled by carefully developed protocols. The most important network specific protocols

in the Open Systems Interconnection (OSI) Model [1] are the Media Access Control (MAC)

Layer and the Network Layer.

The main task for the MAC Layer is to govern the air and ensure that as few as possible

collisions occur. The de facto standard is for the initiator to send a Request-To-Send (RTS)

packet to the MN it wants to communicate with, this MN responds with Clear-To-Send

(CTS) packet. To avoid collisions the CTS includes a back-off time, which holds off the

neighbors from transmitting in this timeslot. There are known issues the MAC Layer has

to deal with for example the hidden terminal problem [21].
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The Network Layer is often referred to as the Routing Protocol and we will continue

to do this. The Routing Protocol handles routing related actions. It may for example

discover and choose a route to start sending packets through. Once a route is found the

communication can start. When a route breaks it is the routing protocol that handles

the chain of events following for example notifying the source. The Routing Protocol in

Infrastructure based mobile networks and MANETs are very different. A MANET places

additional responsibility on each MN since they need the ability to function as a router.

The Router hierarchy in infrastructure based mobile networks i.e. Mobile IP handles all

the routing and adds complexity to the infrastructure rather than the MNs.

1.1.1 MANET

The two main categories of MANET Routing Protocols are as follows [44]:

• Table driven Routing Protocols

• Source initiated on demand driven Routing Protocols (SIODR-protocols)

Table driven Routing Protocols attempt to keep the routing information on each node

in the network up to date. This indicates that every change detected in the network is

advertised and propagated throughout the network to maintain a consistent network view

[39, 33]. The main disadvantage of table driven protocols is the overhead inflicted to the

network in order to keep the tables up to date. During high mobility the topology will change

very fast in terms of communication range. A table driven protocol seeks to keep the current

view of the network and typically broadcasts updates throughout the network. When the

network size increases this becomes a problem. The network is potentially swamped with

Routing Protocol packets decreasing the network performance. The overhead is apparent as

all MNs, active and inactive, must update their routing table and store routes to every MN

in the network even though it might never use any of the routes. MNs typically have limited
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battery power and will not be able to enter sleep mode if the routing protocol constantly

needs to perform Routing Protocol administration i.e. table updates.

SIODR-protocols do not attempt to maintain information about the entire network.

Instead routes are found when a Mobile Node wants to communicate with a node in the

network. This system increases the route establishment time but it will save the network

from Routing Protocol packets when Mobile Nodes are dormant in terms of network ac-

tivity. SIODR-protocols are more scalable than table driven routing protocols. The most

popular SIODR-protocols are Dynamic Source Routing (DSR) [25], Ad-hoc On-Demand

Distance Vector Routing (AODV) [37], Temporally-Ordered Routing Algorithm (TORA)

[36], Associativity-Based Routing (ABR) [48] and Signal Stability Adaptive Routing (SSA)

[18].

DSR uses source routing, which means the source knows the entire route to the desti-

nation. AODV uses hop-by-hop routing where the nodes only save the previous and next

hop information on any route. TORA’s routing is based on the assumption of a global

positioning system (GPS) [35] present. ABR and SSA use signal strength as the basis for

routing.

Variants of table driven- and SIODR-protocols exist i.e. Cluster based Routing Protocol

(CBRP) [30], which is a hybrid between the two. Typically a Cluster Routing Protocol

divides the network into groups and appoints one MN as the Master and the others as

Slaves for each group. It is very similar to the idea of the routing in Bluetooth networks

[23] with Pico nets and Master/Slave. The Master is only connected to other Masters

and is in charge of forwarding all packets within and between clusters. There are several

variants and optimizations of this outline. The idea is to avoid the scalability problem of

table driven protocols and the route establishment time issue of SIODR-protocols. However

CBRP make fairly strong assumptions for this to work in practice. There must be MNs

that are powerful enough to be in charge of forwarding all the packets. Every Master is
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DSR Addr: {complete route} i.e. {1,2,3}

AODV: {src,dest,next_hop,prev_hop} i.e. {1,3,3,1}

MN 3

MN 2

MN 1

Figure 1.1: Routing in DSR and AODV

within transmission range with at least one other Master. Because of the diversity of MNs

these assumptions do not apply all the time. Adding clusters and appointing different tasks

transforms the MANET into a new type of network that is semi infrastructure free. This

approach deals with the problems of routing differently than a totally infrastructure free

environment.

A MN should not have to store large amounts of routing information it will never use

as in table driven protocols. The assumptions made in CBRP are strong and limits the

applicability. Instead the individualism in SIODR-protocols prevents the scalability issues

table driven protocols have, moreover SIODR does not assign specific tasks to any MN in

the ad-hoc network.

1.1.2 MANET Requirements

The infrastructure free nature of MANETs implies that it is more susceptible to route errors,

packet corruption and packet drops. It is therefore vital to develop routing protocols that

preserves the deployment capabilities and at the same time diminishes the route and packet

errors. The design of routing protocols requires the routing protocol to be efficient and
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adaptive to rapidly changing topologies. The Routing Protocol must have quality control

during all the important faces of route establishment. For this to be worth the effort the

quality control should not increase the route establishment time significantly. The quality

control design must be done carefully with tradeoffs between quality control overhead and

efficiency. In addition to route establishment quality control there has to be extensive route

maintenance. The lifetime of routes in MANETs decreases as the mobility of MNs increases

making efficient Route Error handling important. MNs must notify the source of a broken

link. This is important for route cache purposes and vital when the transmission protocol

has no flow control i.e. User Datagram Protocol (UDP) [46]. There should be a quality

control that helps disregard routes that are highly unreliable. Before a route error occurs

there may be events that can be used in order to predict route breaks. The Routing Protocol

should aim to preempt route breaks when route critical incidents happen by using proactive

messaging.

The Network Layer stores the routes and the information related to each route in its

route cache. Since the routes are stored locally it is vital that the information is updated

when incidents are detected. For table based Routing Protocols the cache is updated when-

ever a topology change is detected. There must also be mechanisms in SIODR-protocols

that invalidate routes that contain dead links. If there are outdated routes they must be

updated and possibly completely removed from the cache.

In [10] a performance comparison between DSDV, TORA, DSR and AODV was pre-

sented. The results showed that DSR had a higher packet delivery rate than the other

protocols. They also tested the protocol overhead to the network and once again DSR

outperformed the other protocols. DSDV that uses a table driven routing protocol had con-

stant protocol overhead but the packet delivery decreased as the mobility increased. The

results in [10] suggest that table driven protocols have to be redesigned in order to work

well in MANETs. TORA and AODV are SIODR-protocols and had fairly high delivery
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rates but during when the mobility increased the routing protocol overhead became very

high.

1.2 Quality of Service

Quality of Service (QoS) is the collective term used when talking about quality control of

any system. In computer networks QoS involves adding mechanisms to control the network

activity and a prediction of how routes will perform based on previously gathered statistics.

Important principles, specifications and mechanisms need to be addressed during system

design for it to have QoS that works satisfactory. The QoS needs to be implemented

carefully. Some key QoS principles and concepts are listed below [6]:

Transparency principle: Applications should be shielded from the complexity of under-

lying QoS management.

Flow performance Specification: Categorizes the flow performance requirements of the

user i.e. throughput rate, latency, jitter and loss rate.

Level of service: Specifies the degree of end-to-end resource commitment required i.e.

deterministic, predictive and best effort [45].

Cost of service: Addresses what the user is willing to pay to get the QoS it demands. If

the service comes with no cost the worst-case scenario is that everybody will ask for

the best possible service.

QoS Mapping: This mechanism performs the translation of the QoS between the system

layers, i.e. Application Layer, Transport Layer and Network Layer.

Flow Construction: The flow discovery based on the flow performance metrics.

In addition to concepts and principles there has to be mechanisms that enforces and

maintain the initial frame that were sketched. The mechanisms have to be chosen depending
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on the QoS system that is currently being developed. Important QoS mechanisms are listed

here:

QoS monitoring: The levels of a system may track the QoS achieved by lower levels [11].

QoS maintenance: Compares the monitored QoS against the expected performance and

then exerts tuning operations on resource modules to sustain the delivered QoS [13].

QoS degradation: Indicates to the upper layer that the lower layers have failed to acquire

or maintain the demanded QoS for the flow. The application can try to adapt to the

QoS or reduce the QoS [13] i.e. renegotiate the QoS with the destination.

QoS availability: Allows an application to specify how often and which QoS parameters

it wants feedback about from the QoS monitoring mechanism.

We refer the reader to [6] for further study of QoS Architecture.

1.2.1 Routing

Quality of Service routing [52] has been a serious issue for some time but got more attention

when the Internet grew to unimaginable sizes in the mid-nineties. With the rise of the

Internet came applications that took advantage of this network and had different QoS

requirements that needed to be dealt with. QoS aware communication is a necessity if these

applications are to be given what they require. Without QoS information there cannot be

route prioritizing and the service the application gets is random. QoS cannot be handled

on one level alone; it has to be incorporated into several layers where each layer has specific

QoS related tasks. The Network Layer plays a vital part in QoS routing since it is on this

layer the route information is stored for later to be used in the route choosing algorithm.

Each layer in the OSI model [1] has very different but at the same time specific tasks that

facilitates the collaboration between them. The QoS should therefore not try to create an
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entirely new layer but rather be an extension to the logic of the existing layers. For example

the MAC Layer should handle all media access related QoS issues and the Network Layer

should handle route QoS.

Several levels of QoS guarantees can be given but in general they can be summarized to

guaranteed service and best effort [6]. Guaranteed service protocols aim to give the source

complete control of the offered QoS it is getting. These protocols can give end-to-end

guarantees to flows and the source will be notified if the QoS needs to be renegotiated. Best

effort protocols do not offer end-to-end guarantees but provides routes with no commitment

to bandwidth and latency.

The MAC Layer should take care of signal and link related calculations. Bandwidth and

signal strength are two QoS metrics that are important in terms of speed but also route

reliability. The Network Layer is thus interested in knowing how the one-hop situation

is from the MAC Layer. The Network Layer takes care of the routing of packets to the

destination and the MAC Layer considers its neighbors within transmission range. The

delegation of tasks in the OSI model helps us to identify which QoS issues should be handled

where. The Network Layer must receive route sensitive information from lower layers in

order to be fully able to choose better routes.

Integrated Service (IntServ) [53] is a state full Routing Protocol that requires routers

to manage per flow states and per flow operations. IntServ provides end-to-end guarantees

or controlled load service on a per flow basis. It is not scalable, as it requires substantial

memory from the routers. Differentiated Service (DiffServ) is a stateless approach that gen-

eralizes the QoS demands to a small amount of traffic classes. DiffServ also gives end-to-end

guarantees but they are limited to the traffic class the flow fits in. IntServ uses a signaling

protocol like Resource Reservation Protocol (RSVP) to establish resource reservation state

on all the routers in the path. DiffServ uses the notion of edge and core routers. Edge
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routers process packets based on finer traffic granularity and core routers process packets

based on a small number of Per Hop Behaviors (PHB) encoded by bit patterns in the packet

header using a priority-like scheduling and buffering mechanism.

The Internet uses best effort routing as a default. Due to the size of the Internet

and the technology currently available the QoS guarantees can’t be stronger. Offering

all Internet applications end-to-end guarantees would require that the Internet had the

available resources for this. However the diversity of the nodes attached and the bandwidth

capabilities these have makes this a very hard problem to solve.

The QoS constraints were divided into two categories in [6] : path constraints and tree

constraints. Path constraints needs to be satisfied from the sender to the receiver while

tree constraints must be satisfied over the entire multicast distribution tree created by the

multicast Routing Protocol from the sender(s) to the receivers.

Next we introduce the core QoS metrics:

• Latency: Per packet delay that is required

• Bandwidth: Link speed requirements

• Jitter: Variation in latency that can be tolerated

• Packet loss: Minimum number of packet drops accepted

The composition rules that are used for QoS metrics depend on the nature of each met-

ric. Additive metrics are i.e. latency, jitter, hop-count, logarithm of successful transmission

probability and cost. Computational metrics can be 1-loss probability (successful transmis-

sion probability). Concave/minmax are i.e. bandwidth and in mobile networks battery and

signal strength. Additive and computational metrics are calculated and added to on each

hop on the route. Concave/minmax metrics are the minimum/maximum of the metric on
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the route and is a guideline to the strength of the route. In other words a route is only as

strong as its weakest link, i.e. if a route has one hop with significantly lower bandwidth

than the bit rate it will cause packet loss. This is often referred to as bottleneck bandwidth

[27].

It was proven by Wang and Crowcroft that finding the best path subject to two or more

additive/multiplicative metrics is an NP-Complete [52] problem. Using any two or more of

delay, delay jitter, cost or loss probability is NP-Complete. The only feasible combination

is bandwidth and one of the additive/multiplicative metrics. Of the additive/multiplicative

metrics delay is the most important one. Even though delay jitter, cost and loss probability

are suited for certain environements, most applications will benefit more from using the

delay metric.

1.2.2 MANET

Depending on the nature of the network the level of QoS guarantee has to be chosen carefully.

LAN is a network that can handle end-to-end QoS guarantees since the resource manage-

ment is restricted to giving a limited amount of users their QoS demands. MANET on the

other hand is not an easy network to administer. The network nature implies that a wide

variety of MNs will connect and disconnect throughout the lifetime of the MANET. The

mobility and the diversity of MNs make resource reservation in MANETs a hard problem.

MNs are both clients and routers and have to be able to store all the routing information

locally. When a MANET grows this may become a problem for the weaker nodes in the

network. Instead a best effort approach fits better for MANETs. MNs should have the

ability to choose between QoS attributed routes. The statistics associated to each route

is not a guarantee but an image of the route from the previous update. They represent a

prediction to how the service is. This approach increases the responsibility of the Routing

Protocol and its ability to keep the MNs route cache up to date.
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1.3 Related Work

There have been many attempts to incorporate QoS to an existing MANET Routing Pro-

tocol. To our knowledge none of the existing approaches have been implemented. When

we mention test results we are only referring to preliminary results. Some of the more

important work will be presented in this section. A brief description of each is given.

A Flexible QoS Model for MANETs (FQMM): FQMM [54] adopted the idea of Diff-

Serv to MANETs. It is designed for small to medium sized MANETs, with fewer

than 50 nodes and using a flat non-hierarchical topology. FQMM defines three types

of nodes as in DiffServ; Ingress, interior and egress nodes. An ingress node is the

source sending data. Interior nodes are the forwarding nodes. An egress node is the

destination. As in DiffServ the QoS is mapped to Per Hop Behaviors (PHB) from

the ingress node and forwarded according to these by the interior nodes. FQMM

propose a hybrid between per-class and per-flow provisioning. The highest priority

traffic is given per-flow provisioning while the other traffic types are given per-class

provisioning. FQMM is a good framework but assumes that the topology is known to

everybody and does not consider mobility to a great extent. The identified problem

of scalability is also a negative.

A Distributed Quality-of-Service Routing in Ad-Hoc Networks: In [14] they pro-

pose a distributed QoS routing scheme that selects a network path with sufficient

resources to satisfy a certain delay or bandwidth requirement in a dynamic multi-hop

mobile environment. They use multi path parallel route discovery instead of flooding

the network and assumes that distance-vector routing is used [33]. They introduce

fault tolerance mechanisms that shifts traffic to neighbor nodes when the QoS de-

grades and reconfigures the path around the breaking point rather than using an

entirely new path. Since [14] uses distance-vector Routing Protocol it is not a very
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scalable approach and with high mobility it will lead to massive overhead.

Ad hoc QoS on-demand routing (AQOR) in MANETs: AQOR [56] is a resource

reservation and signaling algorithm. AQOR provides end-to-end QoS support in terms

of bandwidth and end-to-end delay in MANETs. They introduce detailed computation

algorithms for available bandwidth calculation and end-to-end delay in an unsynchro-

nized wireless environment. The wireless channel is a shared medium and can only

be used one at a time by the nodes within transmission range. The bandwidth calcu-

lation is based on the aggregate traffic of the neighborhood and is performed on the

MAC Layer. AQOR proposes to use HELLO-packets [32] to keep an updated view

of the neighborhood. It reserves bandwidth on each node along a path that is being

used by the source. The reservation has been done in the route discovery phase but

doesn’t actually take place until the first packet has been forwarded at a node. AQOR

proposes an adaptive route recovery model when a QoS violation has been detected.

This model makes the destination do a reverse route exploration. The bandwidth

calculation and resource reservation model in AQOR showed promising results.

Optimized Link State Routing (OLSR) for MANETs: OLSR is a proactive QoS rout-

ing protocol [5]. It uses a table driven link state routing protocol and thus inherits

the stability it exhibits and the advantage of having routes available when needed.

OLSR exchanges topology information with other nodes in the network regularly.

They propose to use Multi Point Relays (MPR), which are selected nodes that for-

ward broadcast messages during the flooding of topology information. MPR nodes

are selected based on its position to the neighbors and transmission range. The idea

is to use nodes that are within transmission range with the most neighbors and this

way avoid that all the nodes in the network take part in the forwarding of topology

updates. They add QoS extensions to the messages used during neighbor discovery.
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OLSR uses an end-to-end bandwidth calculation proposed in [58] in order to find

the minimum bandwidth on a route. Each node stores the minimum bandwidth and

maximum delay in its routing table. They use one-way-delay and assume that they

have a global timing structure that makes them able to use this delay information

with a degree of certainty. OLSR applies an admission control to the incoming traf-

fic in each MPR node. The admission control analyzes the available bandwidth to

allow the selection of an MPR by a new node. They use HELLO Message format

[32] with a willingness field, which indicates how willing a MN is to be a MPR point.

OLSR uses QoS calculations that are well suited and optimizes Link State Routing

Protocol with MPR. OLSR will as many other MANET Routing Protocols perform

well with low mobility. However using table driven Routing Protocols in MANETs

will cause substantial overhead. The MPR selection is susceptible to failure when the

mobility increases. It suggests that the MPRs will have neighbors that are just inside

transmission range, which makes it a very fragile approach.

On-demand Link State multi-path QoS routing in a Wireless MANET: In [15] they

propose a protocol that reactively collects link-state information from source to des-

tination in order to dynamically construct a partial network topology. They use the

CDMA/TDMA channel model [42] to find routes that satisfies the QoS in terms of

bandwidth specified by the source and gives it end-to-end QoS guarantees. They as-

sume that a mobile node knows the available bandwidth to all its neighbors. When

a source needs a QoS route to the destination it sends out Route Request (RREQ)

packets to the neighbors who can satisfy the bandwidth constraint. The RREQ is

propagated to the destination. While propagated each RREQ packet records the

link-state information from source to destination. The destination will take as many

RREQs it can and perform calculations to find the best multi path that satisfies the
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bandwidth back to the source. It then sends a reply back and the resources are re-

served on the way back to the source. The protocol provides interesting ideas in terms

of bandwidth calculation and a multi-path route to the destination. Using a link-state

algorithm adds protocol overhead but they have optimized it by using an on-demand

approach.

1.4 On-Demand Routing for MANETs

In this chapter the major phases for routing protocols and the challenges that face on-

demand routing protocols will be introduced. The particular challenges are linked to re-

search that has been done following which a short presentation of the main ideas. The

general phases of on-demand routing for MANETs are:

• Route Discovery: Initially the source has no routes and has to initiate a route

discovery.

• Route Choosing/Settling: Once a route is in the cache the route choosing can

start

• Route Maintenance: Involves maintaining the route cache and for example notify-

ing MNs of route errors.

1.4.1 Route Discovery

The Route Discovery of source initiated on demand routing protocols consists of broadcast-

ing route request (RREQ) packets from the source. These packets are in turn re-broadcast

until they reach the destination. Before re-broadcasting each receiver will update the packet

and/or its route cache depending on which Routing Protocol is being used. DSR will have

the entire source route in the RREQ packet when it reaches the destination while AODV

that uses per hop routing will only have the {src, dest} in the RREQ when it reaches the
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destination. In AODV nodes on the route only store the {prev hop, next hop, src, dest} in

their route cache which will lower the memory overhead. However, AODV augments the

complexity of route error handling because of this, in addition the route caceh hit ratio

[4] will decrease more than with source routing schemes. When the destination receives a

RREQ it will respond by unicasting a route reply back to the source using the reversed

route. This approach assumes bidirectional links. However, the de facto standard on the

MAC Layer uses RTS/CTS packets, which requires bi-directional links.

There are more sophisticated routing protocols that during RREQ broadcasting stores

route statistical data in the packet. The statistics are used later at the source when choosing

the path to send data through. We will highlight some implications and approaches next.

Known problems involving Route Discovery of on-demand Routing Protocols in MANETs

are:

• Broadcast-storm problem: With high mobility more routes will break and hence

the route discovery phase has to be initiated several times. RREQs will flood the

network and will potentially cause a severe performance drop in the network.

• Route-reply-storm problem: A continuance/effect of the broadcast-storm prob-

lem. In high connectivity MANETs the destination will receive a growing number of

RREQs as the number of MNs in the MANETs increase. A number of the RREPs

contain routes that will never be used and will fill up the sources route cache increasing

the overhead and the possibility of a stale cache.

In [34] they present an interesting statistical analysis of the broadcast-storm problem in

MANETs. The actual new ground covered by a propagating RREQ is on the average 41

percent and at most 61 percent. When receiving the broadcast the third time the probability

of covering new ground drops to 19 percent, and with more than three propagations the

probability drops to 5 percent. This suggests that using a one-propagating broadcasting
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scheme there is a high probability of not getting all the routes possible. Although this

is not a problem in high connectivity networks it can be in sparsely connected MANETs.

However, it also suggests that a lot of the re-propagated broadcast messages will cover little

ground and gain nobody. Statistical and geometrical broadcast schemes for MANETs have

been proposed [7, 47] with varying degree of success. The route-reply-storm problem has

not been researched extensively since it is an effect of the broadcast-storm problem. Simple

threshold schemes can be applied to solve it.

A well adjusted on-demand MANET routing protocol must have mechanisms to control

the broadcast-storm problem in order to discover the routes that will suit the source. A

selective re-broadcasting scheme should be applied that carefully handles the issues involved.

The route-reply-storm problem is not a severe problem but should be taken into account.

The source must be given a wide variety of routes but the destination should be able to

distinguish between statistically useful routes and useless routes.

1.4.2 Route Choosing

When receiving RREPs the source now has to choose between the routes. There are a

number of route choosing algorithms from naive shortest path algorithms to complex quality

controlled algorithms. DSR uses a shortest path algorithm and AODV uses the route with

lowest delay. Link-stability based algorithms are used in Signal Stability Adaptive Routing

(SSA) [18], Associativity Based Routing (ABR) [48] and Route lifetime Assessment Based

Routing (RABR) [3].

SSA uses the notion of strongly connected routes and weakly connected routes. All the

paths are established exclusively along stable links where the stability measure is based on

the signal strength of the received RREQ. The route connectivity is based on how long

the route has been active. The route-choosing algorithm chooses routes based on the link

connectivity metric.
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ABR uses the idea of choosing stable links over transient links. In ABR a link is

considered stable if it exists for at least {Athresh = 2rtx/v, where rtx is the transmission

range and v denotes the relative speed of two devices}. The justification is that after the

connection time Athresh there is a good chance that the nodes are moving with similar speed

and direction, and will probably stay together for a while. The methods of ABR involve

predicting when the signal will drop below a critical threshold using the signal strength

changes from previously received packets. They assume by this that the direction of the

nodes is fairly stable. There are other stability based routing protocols but many assume

an available geo-satellite system for example GPS to be able to work.

DSR and AODV were tested against more sophisticated link stability based route-

choosing algorithms in [10]. The results were based on link lifetimes and didn’t consider

throughput at all. The results showed that the simulation setup has a major impact on the

link lifetimes. The simulation setup involves choosing movement patterns, shape of the sim-

ulation area, transmission ranges and grid size among others. With certain setups shortest

path route choosing performed about as good as link stability-based algorithms. The results

highlight the importance of choosing a simulation setup that captures the stability feature.

For example Random Waypoint [8] with low node density and high mobility is not a good

way of testing link-stability based algorithms. This is because the probability of finding a

good path increases for link stability based algorithms but also for protocols without stabil-

ity features. When this is said the results in [10] also showed that having link-stability will

increase link lifetimes in most scenarios and is worthwhile. For a thorough assessment of

the simulation setup and the complete simulation results we refer the reader to the paper.

In addition to link-stability a routing protocol should consider the QoS of a path. In the

route-choosing algorithm there must be mechanisms that consider the QoS demands and

decide upon a route accordingly. It is vital that the QoS demands are prioritized according

to importance. The performance of a route is useless if it breaks the next second, this

21



indicates that link-stability is more important than other performance metrics in the route

choosing. However as the route length increases the probability of a route error will increase

accordingly and the importance of link-stability measures diminishes. Proper mechanisms

to handle different scenarios must be present in the route-choosing algorithm [31].

1.4.3 Route Maintenance

MANETs are prone to link failures which make route maintenance a vital phase. Route

Maintenance for on demand routing protocols can be divided into two sub-phases:

• Proactive Route Maintenance: Proactive mechanisms aim to predict and preempt

route failures of any kind.

• Reactive Route Maintenance: Reactive mechanisms are not initiated before the

failure has occurred.

The definition of a route failure is routing protocol dependant but can be summarized

to link failure and QoS violations. Proactive link failure protocols are proposed in [22, 9].

In [22] they introduce a preemptive region where the received signal strength has dropped

below a threshold. When a MN determines that the signal strength has dropped below the

threshold a message is sent back to the source with a request to initiate route discovery. They

use the received signal strength to calculate the relative speed between two nodes. From the

speed they estimate when the route is going to break and when the source has to be notified

in order to have time to complete a new route discovery. Radio signals are subject to channel

fading and transient interference, which can lead to erroneous calculations and unnecessary

route discoveries. Continuous route discoveries will reduce the network performance. In

[22] they propose to use established mechanisms in the cellular telephony field to mitigate

this problem. When the signal strength drops below a preemptive threshold the MN starts

to ping the previous-hop node with a maximum of 3 times. If the previous-hop does not
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respond with a ping (called pong) within a ping-timeout a route warning is sent back to

the source. Also, if 3 pong responses are received having received signal strength below the

preemptive threshold a route warning is sent. The number 3 was found after an empirical

study.

Instead of using the signal strength the transfer time of a packet on each link is used in

[9] to estimate the distance between two nodes. When a MN discovers that the transfer time

is above a threshold a ping packet with a timestamp is sent to the previous hop, which in

turn responds with a new time-stamped pong packet. If two pong packets are received with

a transfer time above a threshold the MN will send a warning to the source which checks if

the route is still active. If it is still active a rediscovery routine is invoked otherwise a pure

route discovery is initiated. For more details we refer the reader to [9].

Proactive QoS routing for MANETs [57] is based on OLSR [5] described in section

1.3. They change the multipoint relay (MPR) selection algorithm. Instead of choosing

MPRs purely based on transmission range and the nodes that cover the most neighbors

they introduce bandwidth as a selection criterion. They propose three algorithms that use

these factors with varying priority in the MPR decision-making. The results show that

using the bandwidth will increase the performance significantly, and they prove that two of

their algorithms will find the maximum bandwidth path. As most of the QoS approaches

so far they too fail to consider mobility. We refer the reader to [57] for further study of the

preliminary results.

Reactive route failure mechanisms should be present in any route protocol for MANETs.

Examples of reactive on-demand route protocols are DSR and AODV. For these protocols

a reactive mechanism must update the route caches of the involved parties. Link failure

must trigger a message to notify the source of a dead link. A QoS route protocol that has

end-to-end guarantees must have a messaging system that notifies the source when the QoS
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can’t be met and need to be renegotiated. Keeping route caches up to date is vital and is

the prime assignment for reactive route failure mechanisms.

The overall goal for route maintenance is to diminish the communication disruption

time. Proactive and reactive failure mechanisms should provide the routing protocol with

means that enhances the performance and not the Achilles heel that slows down the network.
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Chapter 2

Quality of Service aware Source
initiated Ad-hoc Routing

Quality of Service aware Source initiated Ad-hoc Routing (QuaSAR) adds quality control

to all the important phases of a routing protocol. In this chapter we first identify the phases

in QuaSAR and then describe the algorithms for the protocol. QuaSAR has the following

three phases:

• Route Discovery: Collects QoS statistics and associates them to the route. QuaSAR

is an on-demand routing protocol and uses QoS Route Requests and QoS Route

Replies in the route discovery phase.

• Route Choosing: Uses the QoS route attributes to distinguish better routes.

• Route Maintenance: Has proactive mechanisms that aim to preempt route breaks

based on battery level and signal strength estimation. In addition it has reactive

mechanisms that prevent stale route caches.

The routing in QuaSAR is based on on-demand source routing which is what DSR

uses. However, QuaSAR has additional quality control features in all the phases of routing

whereas DSR is a purely reactive routing protocol. On-demand suggests that the source

needs to discover the route to the destination when it needs the route. Source routing
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implies that the source of every data flow stores the entire route to the destination in its

cache. Although source routing adds memory overhead it was found in [10] that source

routing is more resilient to mobility than AODV, TORA and DSDV that uses other routing

schemes. The following sections will explain the algorithms QuaSAR uses.

2.1 Route Discovery

QuaSAR is an on-demand routing protocol and finds a route to the destination by flooding

the network with a QoS route request (QRREQ). Upon reception the destination sends

a QoS route reply (QRREP) back to the source with the entire path. Among the issues

with on-demand routing protocols is the broadcast-storm problem as previously described

in Section 1.4. QuaSAR adds quality control to the re-broadcasting of QRREQs. We

have adopted the idea of selective re-broadcasting and link the idea to the current QoS of

the QRREQ and the state of the receiving MN. The route discovery algorithm is given in

Algorithm 1.

QuaSAR gives applications the opportunity to provide the Network Layer with QoS

demands that are used during the route discovery. The QoS metrics include performance

metrics and link metrics. A description is given here:

• Latency: The end-to-end latency the application can tolerate.

• Bandwidth: The lowest bandwidth the application can tolerate on the route.

• Signal Strength: The signal strength is used to measure the distance between the

hops. The metric defines the maximum distance that can be tolerated between any

hop in terms of percentage of total transmission range.

• Battery Power: The Application Layer estimates the length of the transmission or

data to be transmitted. The Network Layer maps the estimations to a battery power

demand.
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It is important to classify QoS metrics in order to spare the network for unnecessary

overhead during route discovery. The concept of QoS mapping is applied to all the QoS

metrics QuaSAR is using and the standard classification is the higher class is better. Latency

and bandwidth have 8 classes where currently 4 Mbps is the best bandwidth and with the

latency accordingly small. Battery power and signal strength have three classes. If the

Application Layer has any preferences the battery power can be one of the deciding factors

in the route discovery. It is based on the length of the transmission and/or size of data to be

transmitted. The lowest battery power class is critical and means the node has the capability

of a threshold packet forwards before it runs out of battery power. The application can

also use signal strength in route discovery, which will help to find a stronger linked route

that has a higher probability of survival. Class 3 signal strength means the MNs on the

route are all within 80 percent of transmission range, class 2 is within 90 percent, and class

1 is outside 90 percent of transmission range. Shown in Figure 2.1 The signal strength

calculations will be explained in more detail in Section 2.3.

Radio signals operate in a shared medium and are susceptible to fluctuations caused

by geographical and atmospheric circumstances. The deviation from the actual distance

between two MNs might trigger unwanted reactions, however during route discovery a

source is interested in a strong link and a strongly fluctuating link is not desirable.

The Route discovery in QuaSAR can be divided into two subphases:

• QoS Route Request: Broadcast on the way to the destination

• QoS Route Reply: Unicast going back to the source

The sections that follow explain these subphases in detail.
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Figure 2.1: Transmission range classification

2.1.1 QoS Route Request

QuaSAR adds a QoS header to an ordinary route request (RREQ) packet. In the QoS

Route Request (QRREQ) we have added the following in order to store the route statistics

for later use:

• QoS Demands: Contains the QoS the current application seeks

• QoS Available: Contains the current QoS image of the route

Broadcasting is in essence a means for notifying all participants of a network about

something. Using broadcasting and flooding the network with route requests does not

promise anything but this. QuaSAR addresses this problem by adding a status to the
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route request such that nodes that have previously propagated a QRREQ can rebroadcast

a second QRREQ if the QoS of it is better.

Before broadcasting a QRREQ the QoS header must be initialized. The QoS demands

are initialized to the applications requirements but QoS available is slightly different. Bat-

tery, signal strength and bandwidth are min/max metrics, and are initialized appropriately

to the highest class. We use end-to-end latency thus we don’t include this metric in the

QRREQ but record the latency when the QRREQ returns. It is possible to use one-way

latency but that will require time synchronization [26]. Shown in Algorithm 1.

Algorithm 1 QRREQ-Source Nodes: Broadcasting QRREQ
1: QoSdemands = applicationLayer.getQoSdemands()
2: qosClassifier.map(QoSdemands)
{(signal, battery) three classes, (bandwidth) eight classes}

3: if QoSdemands.QoSvalid() then
4: QRREQ.QoSdem = QoSdemands
5: else
6: QRREQ.QoSdem = QoSMinimum
7: end if
8: initialize(QRREQ.QoSav)
{(signal, battery, bandwidth) initialized to highest}

9: Broadcast(QRREQ)

When an intermediate node receives the QRREQ it records the QRREQ id and updates

the available QoS in the QRREQ QoS header. An intermediate node will in addition

remember the minimum length of the route contained in a QRREQ, the best QoS mapped

to a number according to the QoS metric precedence rules and the current service class of

the QRREQ. The QoS metric precedence rules are presented in Section 2.2. The QRREQ

statistics are stored for each route discovery session, and are designed to address some of the

problems that will occur by using broadcast as the means of finding routes. We assume that

we have a MAC Layer that can calculate the available bandwidth taking into consideration

the aggregate traffic of the neighborhood. AQOR [56] presented a protocol that takes this
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into consideration.

Before a MN rebroadcasts a QRREQ it invokes a routine to find the service class and

the service level of the QRREQ. If all the QoS demands are met the service class is set to

two, however if any of them were not met the service class is set to one. If the battery on

the MN is about to run out the service class is set to zero and the QRREQ is dropped.

The service level is a statistical number describing the QoS of the QRREQ using the QoS

metric precedence. The current QoS available are mapped to classes as described in Section

1.2 and the service level is calculated from them.

QRREQs are now selectively re-broadcasted based on the service class and the service

level of the QRREQ compared to the MNs QRREQ re-broadcasting history. Shown in

Algorithm 2. A MN will rebroadcast a QRREQ if it has not previously processed a QRREQ

with better service class. If the MN has processed a QRREQ with the highest service class

any following QRREQ must have a better service level and the QRREQ.route.length () <

{2 * minQRREQLength + 1}. The route length is used to avoid QRREQ living to long

finding routes that are statistically of no use. Shown in Figure 2.2.
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Figure 2.2: Circular problem with Re-Broadcasting

Algorithm 2 QRREQ-Intermediate Nodes: Receiving QRREQ
1: ServiceClass = ServiceLevel = processQrreq = 0
2: if NewQRREQSession(QRREQ) then
3: ResetQRREQState(QRREQ)
4: end if
5: UpdateQoSav(QRREQ)
6: ServiceClass = GetQoSClass(QRREQ.QoSav, QRREQ.QoSdem)
7: ServiceLevel = GetQoSLevel(QRREQ.QoSav, QRREQ.QoSdem)
8: if qrreqServiceClass < ServiceClass then
9: processQrreq = true

10: else if qrreqServiceLevel < ServiceLevel ∧ QRREQ.route.length() < ((qrreqMinLen *
2) + 1) then

11: processQrreq = true
12: end if
13: if processQrreq == true then
14: qrreqServiceLevel = max(ServiceLevel, qrreqServiceLevel)
15: qrreqServiceClass = max(ServiceClass, qrreqServiceClass)
16: qrreqMinLen = min(QRREQ.route.length(), qrreqMinLen)
17: QRREQ.route.AddToRoute(this→IP)
18: Broadcast(QRREQ)
19: end if
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2.1.2 QoS Route Reply

In Section 1.4 we identified and introduced a problem caused by the broadcast-storm prob-

lem that is the route-reply-storm. With a high density network and a big number of MNs

the number of routes that potentially are sent back to the source is very high. Most of

these routes are never used and only waste memory. QuaSAR uses a selective route-reply

algorithm that aims to give the source a wide range of routes instead of all the routes.

The destination automatically sends a QRREP to the first threshold QRREQs that are

received, but after the threshold has been exceeded only selective requests are responded

to. The MN stores the best QoS metrics of the current QRREQ session, the previous hops

and the minimum length route. These variables are then used in the selective route-reply

algorithm. Only QRREQs who have a length ≤ {minLength * 2 + 1} are considered. The

formula was found after an empirical study of the simulation results. After this a QRREQ

is only responded to if the previous hop hasn’t been processed or if it has one better QoS

metric. Shown in Figure 2.3.

If the minimum route length is one hop QuaSAR uses this as a route length of 2. In

the case of length 2 any QRREQ route with more than 5 hops aren’t considered. There

are issues with doing this i.e. with different antenna strengths in the network. However

the selective route reply phase does not execute before a threshold of QRREQs has been

responded to. Shown in Algorithm 3.

Once a QRREQ is accepted and statistics have been noted a QRREP is unicast back

to the source. QuaSAR does not update the QoS of a QRREP since the QoS will not have

had time to change significantly. Updating the QoS both ways will consume MN battery

power, steal CPU cycles and make the source wait longer for a QRREP.
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drop(QRREQ.length > (2*MinQRREQlength + 1))

Source

Destination

Transmission Range

Mobile Node

Mobile Node

Mobile Node

Figure 2.3: Destination Dropping QRREPs that have length > {minLength * 2 + 1}

Algorithm 3 QRREP-Destination Nodes: Receiving QRREQ
1: ServiceClass = ServiceLevel = processQrrep = 0
2: if NewQRREQSession(QRREQ) then
3: ResetQRREQState(QRREQ)
4: end if
5: if qrrepCounter < qrrepThreshold then
6: if newQoSFeatures(QRREQ) then
7: processQrrep = true
8: else if QRREQPrevHopNew(QRREQ) ∧ QRREQ.route.length() < ((qrrepMinLen

* 2) + 1) then
9: processQrrep = true

10: end if
11: else if qrrepCounter < absoluteThreshold then
12: SaveBestQoS(QRREQ)
13: saveQRREQPrevHop(QRREQ)
14: qrrepMinLen = min(qrrepMinLen, QRREQ.route.length())
15: processQrrep = true
16: end if
17: if processQrrep == true then
18: qrrepCounter++
19: createQRREP(QRREQ)
20: Unicast(QRREP)
21: else
22: drop(QRREQ)
23: end if
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2.2 Route Choosing

QuaSAR employs a route discovery phase that collects route statistics. These statistics are

used in the Route Choosing phase to find a route that is better according to the combination

of these numbers. Once the route discovery phase of any routing protocol collects statistical

route information there must be a carefully designed Route Choosing algorithm that takes

them into account. Choosing the best path in the route cache is an impossible task since any

of them potentially can be the best choice in the long run. The route may look inferior after

route discovery was completed but may in fact have been better with the right statistics at

hand. Even having the statistics will make us choose routes that weren’t the best. Instead

we have to focus on trying to choose better routes using the collected statistics and the QoS

demands from the application.

QuaSAR records available bandwidth, latency, signal-strength and battery power for

each route during route discovery. The route-choosing algorithm has to be able to interpret

and convert these statistics to be able to distinguish the routes efficiently. QuaSAR uses

QoS metric precedence to be able to choose between routes, and the application has the

opportunity to choose the ranking of the metrics. This is done because applications have

very different needs in terms of QoS and should be able to influence the route choosing

all the way. However, if the application does not have any preferences the default metric

precedence in terms of route importance is as follows:

• Battery Power: Is the most route critical metric. If the MN is too weak there is no

point in considering the route at all, since it will break unless the operator of the MN

gives it more power.

• Signal Strength: If the route has one hop with lowest signal strength class other

routes should be considered.
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• Bandwidth: Bottleneck bandwidth may cause massive packet drops.

• Latency: Is the least route critical metric but must be present nonetheless. Streaming

applications needs an estimate of the end-to-end latency.

Several route choosing algorithms are possible from these metrics and it proves to be very

hard finding an optimal algorithm. Applications should be able to decide how they want

the routes chosen. Real Time applications needs fast routes but not necessarily the most

stable routes, FTP applications has the opposite requirements. Longer routes are often

slower than shorter routes, but shorter routes may be more susceptible to route breaks

because of weak connectivity. QuaSAR has three route choosing algorithms that treat the

QoS differently and consequently will result in different routes:

1. QoS Route (Algorithm 4)

2. QoS Route, Accept lowest QoS (Algorithm 5)

3. Best-fit QoS Route, Accept lower QoS (Algorithm 6)

Algorithm 4 searches for a route that qualifies according to the applications demands

and chooses the shortest of them if it finds one. If there are no routes satisfying the demands

a new route discovery is initiated. Although flawed in the sense of the possibility of waiting

forever, there might be certain transfers that are no use starting until a route satisfying the

demands have been found. It should be up to the application to decide.

Most applications will accept a lower QoS than requested and Algorithm 5 will offer a

route as long as it has one. Algorithm 5 will find the best path according to the prioritization

of the metrics illustrated above. QuaSAR uses this algorithm as a default currently.
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Algorithm 4 Route Choosing: QoS Route
1: currShortest = MAX
2: currServiceLevel = MIN
3: for i = 0 to cache.size() ∧ route.contains(dest) do
4: ServiceClass = GetQoSClass(route.QoSav, QoSdem)
5: ServiceLevel = GetQoSLevel(route.QoSav, QoSdem)
6: if ServiceClass == serviceOK ∧ currServiceLevel ≤ ServiceLevel ∧ currShortest >

route.length() then
7: currServiceLevel = ServiceLevel
8: currShortest = route.length()
9: QoSRoute = route

10: end if
11: end for
12: return QoSRoute

Algorithm 5 Route Choosing: QoS Route, Accept Lowest QoS
1: currShortest = MAX
2: currServiceLevel = currServiceClass = MIN
3: for i = 0 to cache.size() ∧ route.contains(dest) do
4: ServiceClass = GetQoSClass(route.QoSav, QoSdem)
5: ServiceLevel = GetQoSLevel(route.QoSav, QoSdem)
6: if currServiceClass > ServiceClass then
7: continue
8: else if currServiceClass < ServiceClass then
9: currServiceClass = ServiceClass

10: currServiceLevel = ServiceLevel
11: currShortest = route.length()
12: QoSRoute = route
13: else if currServiceLevel < ServiceLevel ∧ currShortest ≤ route.length() then
14: currServiceLevel = ServiceLevel
15: currShortest = route.length()
16: QoSRoute = route
17: end if
18: end for
19: return QoSRoute
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Always giving the best route to an application violates the QoS principle cost of service

mentioned in Section 1.2. There should be a penalty involved if an application is always

using the best possible route. Algorithm 6 takes this into consideration and tries to find

the path that comes closest to the demanded QoS. However it will always prefer a route

that qualifies over a route that nearly qualifies.

Algorithm 6 Route Choosing: Best-Fit QoS Route, Accept Lowest QoS
1: currShortest = MAX
2: currServiceLevel = currServiceClass = MIN
3: for i = 0 to cache.size() ∧ route.contains(dest) do
4: ServiceClass = GetQoSClass(route.QoSav, QoSdem)
5: ServiceLevel = GetQoSLevel(route.QoSav, QoSdem)
6: if currServiceClass > ServiceClass then
7: continue
8: else if currServiceClass < ServiceClass then
9: currServiceClass = ServiceClass

10: currServiceLevel = ServiceLevel
11: currShortest = route.length()
12: QoSRoute = route
13: else
14: RouteQoSFit = getQoSFit(route.QoSav)

{if RouteQoSFit > 0 → route QoS is better than demanded}
{if RouteQoSFit == 0 → route QoS is equal to demanded}
{if RouteQoSFit < 0 → route QoS is worse than demanded}
{i.e. closestToZero() prioritizes currRouteQoSFit > 0 when RouteQoSFit < 0}

15: if currShortest ≥ route.length() ∧ closestToZero(currRouteQoSFit, RouteQoSFit)
then

16: currServiceLevel = ServiceLevel
17: currShortest = route.length()
18: currRouteQoSFit = RouteQoSFit
19: QoSRoute = route
20: end if
21: end if
22: end for
23: return QoSRoute
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2.3 Route Maintenance

MANETs will experience times of mobility and it is therefore important to handle the

mobility and the issues it brings. One of the major challenges of wireless networks is

to diminish the communication disruption time caused by the mobility. Mobile IP have

developed complex handoff schemes [51] between Base Stations and it wasn’t until recently

that research has been done to apply this feature to MANETs [22, 9]. QuaSAR has both

proactive and reactive route maintenance mechanisms. The mechanisms are explained in

detail in the next subsections but can be summarized to:

• Proactive Route Maintenance: QuaSAR introduces a Route Change Request

(RCR) designed to catch a route critical incident and react before the route breaks

by notifying the sending party.

• Reactive Route Maintenance: A Reactive Route Error (RERR) message is sent

to the source once a link is dead. Reactive Route Rescue (RRES) is initiated when

a link dies trying to send a packet containing data. RRES tries to find an alternate

route to the destination.

2.3.1 Proactive

QuaSAR has proactive mechanisms that aim to preempt route breaks based on battery

power and signal strength estimations. Route critical incidents in MANETs may be caused

by:

• Signal strength weakening: MN is moving out of range

• Battery power depletion: MN Probably disconnects soon

• Memory shortage: Becomes selfish and drops packets
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If a MN discovers that route critical incidents most likely will happen QuaSAR sends

a Route Change Request (RCR) back to the source, using the reverse route, informing it

about the current problem. Depending on the current problem the node(s) involved are

flagged by inserting them into a RCR-table and the route choosing algorithm will give the

routes containing the element(s) less of a priority than other routes. Flagging nodes as

route critical is faulty if there aren’t any update mechanisms. It is possible that nodes

experiencing battery power problems may receive more power if the operator changes the

battery. And node movement will cause a critical signal hop to become stronger thus

invalidating RCR-table entries. These changes are handled in QuaSAR when the route

discovery phase is initiated. As the QRREQs are propagated the routes are checked for

RCR-nodes and the intermediate MN’s RCR tables are updated if i.e. a link has changed

from critical to better. When the source receives QRREPs it also updates the RCR-table.

It will happen that routes are wrongly flagged, but these routes will contain MNs that took

part in causing a route critical incident and it is probably wise to disregard it.

A Route Change Request packet includes these fields:

• Reason [ ] : The reasons for an RCR in QuaSAR may be low signal or low battery

• Route: The route with the RCR reason

• Originator: The source of the RCR

• PrevNode: If a low signal RCR is sent the low signal link must include two MNs,

the previous node and the originator

• NewRoute: As the RCR traverses through MNs they look for new routes to the

destination or source depending on where the RCR is sent first. This is explained in

detail later
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An RCR will originate from a MN that operates as a router for a currently active flow.

In the case of weak link detection the destination can also send an RCR back to the source.

A weak battery power message can originate from the destination but only as a notifying

mechanism.

Algorithm 7 RCR: Originating Nodes
1: issueRCR = false
2: reason[2] = false
3: if PowerLevel == Critical then
4: issueRCR = true
5: reason[lowBattery] = true
6: end if
7: if StatusOfFlowValid(pkt) then
8: transToBreak = EstimateTrans(pkt.signalStrength)
9: timeToBreak = EstimateTime(pkt.signalStrength)

10: if (transToBreak < Threshold) ∧ (timeToBreak > MinProcessTime) then
11: issueRCR = true
12: reason[LowSignal] = true
13: end if
14: end if
15: if issueRCR == true ∧ TimeForNewRCR() then
16: RCR.Route = pkt.route
17: RCR.Originator = this→IP
18: RCR.reason[] = reason[2]
19: if reason[LowSignal] == true then
20: RCR.prevNode = pkt.route[prevNode]
21: end if
22: if transToBreak < Threshold || SentToDestPrev(pkt) then
23: RCRTimeout = RCRToSourceTimeout {the timeout prevents RCR flooding}
24: RCR.dest = pkt.source
25: else
26: RCRTimeout = CalcRCRToDestTimeout(transToBreak,timeToBreak)

{an estimate for how long it will take to process the RCR}
27: RCR.dest = pkt.dest
28: end if
29: initQoSheader(RCR) {RCR.QoSdem = MIN, RCR.QoSav = initvals()}
30: Unicast(RCR)
31: end if
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When a MN receives a data packet it will check the signal strength by which the packet

was received with and the current power level of the MN. If any of these checks show that

a route break is likely to happen a proactive mechanism is started. QuaSAR defines a

threshold for the battery power where it has less then a number of packet forwards before

the MN will die with the current battery level and battery usage. The received signal

strength is used to estimate when the route will break and issue an RCR at an appropriate

time based on the bit rate of the data flow. Shown in Algorithm 7. A thorough description

of how and when to issue an RCR follows.

QuaSAR uses the same approach proposed in [22] (refer to Section 1.4.3) to preempt

route breaks caused by a weak signal. In [22] they use a received signal strength threshold

to decide when to start a proactive mechanism. In our opinion it is an incomplete approach

to only consider a proactive mechanism once the preemptive threshold has been exceeded.

QuaSAR does not have a preemptive region and bases the execution of the proactive mech-

anism on an estimation of how many transmissions there are left before the route will break.

The estimation assumes that the current trend in the received signal strength will continue.

We use the previous and current signal strength, and previous and current receive time to

estimate how many transmissions the link between the previous hop and the receiving MN

has left before it dies.

We assume we are using the wireless channel model TwoRayGround [50] implemented

in ns-2 Network Simulator [49]. TwoRayGround predicts a received power at distance d by

considering both the direct path and a ground reflection path. The generalized formula for

received power (watt) looks like this,

Preceived =
P0

dn
(2.1)

where P0 is a constant for each transmitter/receiver pair, based on antenna gain and

height. d is the distance between the MNs. n will be 2 until a crossover distance dcrossover
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where n becomes 4. TwoRayGround has a faster power loss than for example Free Space

equation [20] but it was shown in [43] that it predicts more accurately at a long distance.

A path must be preempted such that the source has time to receive the RCR and

complete a route discovery before the path breaks. The time for preemption Tpreemptsrc by

notifying the source must satisfy the following constraint

Tpreemptsrc ≥ LtMN,src + Troutediscovery (2.2)

where LtMN,src is the latency between the MN and the source. Troutediscovery is the time

it takes to complete a Route Discovery. If the RCR is sent to the destination there must

be more time

Tpreemptdest
= LtMN,dest + Ltdest,src + Tpreemptsrc (2.3)

Finding Tpreemptsrc or Tpreemptdest
dynamically is a hard problem and is subject to

future studies. We assume that we have this time and use it to find the optimal number of

transmissions γ a path must be preempted

γ = Tpreempt × CBR, {γ > 0, γ ∈ N} (2.4)

where γ is rounded up to the closest natural number. QuaSAR uses the same ping/pong

messaging approach as [22] in order to further verify the authenticity of the signal strength

weakening. In our implementation we didn’t use the ping/pong verification since TwoRay-

Ground is a deterministic wireless channel model. Algorithm 8 presents the path preemption

estimation.
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Algorithm 8 RCR: Preempt Path
1: deltaDistance = prevDistance - currDistance
2: if deltaDistance < 0 then
3: ChangeSign(deltaDistance) {make the integer positive}
4: for transToBreak = 1 to (DestPreempt() + 1) do
5: d = currDistance + (deltaDistance × transToBreak)
6: Pr = calcPower(d, P0)
7: if Pr < ReceiveThreshold() then
8: break
9: end if

10: end for
11: if transToBreak ≤ DestPreempt() then
12: InitiateVerification(transToBreak) {Ping/Pong based}
13: end if
14: end if

Algorithm 9 RCR: Intermediate Nodes
1: InsertRCRTable(RCR)
2: if Valid(RCR.newRoute) then
3: RCR.newRoute.add(this→IP)
4: UpdateQoSav(RCR.QoSav)
5: end if
6: if route = RouteChooseAlg(pkt.dest) ∧ ComopareQoS(route, RCR.newRoute) then
7: RCR.newRoute = route
8: end if{RouteChoose Algorithm will check if route contains RCR mobile nodes}
9: Forward(RCR)

A weak link is categorized to how many estimated transmissions the data flow has left

before the route breaks. If it is below a threshold an RCR will be sent. Based on the

estimations the algorithm decides whether there is time to send an RCR to the destination

in order to trigger a RCR/QRREP or if it has to send an RCR directly to the source. As

previously mentioned the source must be able to complete a route discovery before the route

breaks. Once proactive mechanisms are used they must be exploited to the fullest, thus

QuaSAR uses RCRs both as a notifying mechanism and as a unicast route discovery. The

RCR is unicast through the active route and forwarding MNs checks whether it has a new

route to the destination, as shown in Algorithm 9. A part of the RCRs responsibility is to
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work as a route discovery avoidance mechanism. If an RCR is first sent to the destination,

it means that the results from the estimation routine indicated there is enough time to try

to provoke a QRREP from the destination. The RCR-reasons and the routes are prioritized

during route choosing as follows (most critical first):

1. Low battery powered node and a low signal hop

2. Low battery powered node

3. Low Signal hop

If the RCR was sent to the destination it checks if the RCR contains any route sugges-

tions and compares it to routes it has in its own cache. If a route is found a RCR/QRREP

is unicast back to the source otherwise if no route is found the RCR is dropped. If the

problem persists at the MN it will now send an RCR back to the source applying the same

algorithm only now the MNs tries to find a route to the destination. The source checks

for routes and initiates a route discovery if it fails to find a route that satisfies the QoS

demands. To avoid continuous route discoveries QuaSAR restricts the interval to every

threshold seconds. Although the route cache does not contain routes that satisfy the QoS

demands the probability that one will be found if a route discovery just finished is low. The

goal is to enhance the network performance and at the same time give the user what it

requires. However this is not always possible and therefore tradeoffs must be in place that

limits performance-degrading actions from happening too often. Shown in Algorithm 10.

2.3.2 Reactive

QuaSAR offers reactive route maintenance mechanisms to keep route caches up to date.

When any packet fails to transmit a Route Error (RERR) message is sent back to the

sender of the packet. The MN will update its cache excluding the dead link from any route.

A stale route cache is unwanted and will lead to more packet drops and it is therefore of
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the utmost importance that dead links are notified to the sending MNs. Moreover, MNs

forwarding the RERR will update its route cache.

When a route error occurs a Route Rescue (RRES) mechanism tries to find an alternate

route without regarding the QoS. A packet about to be dropped doesn’t need to consider

the QoS in terms of network performance anymore since it has been violated in any case.

Algorithm 10 RCR: Source/Destination Nodes
1: InsertRCRTable(RCR)
2: if Valid(RCR.newRoute) then
3: RCR.newRoute.add(this→IP)
4: UpdateQoSav(RCR.QoSav)
5: if QoS(RCR.newRoute) > serviceNotOK then
6: AddRouteCache(RCR.newRoute)
7: end if
8: end if
9: if route = RouteChooseAlg(pkt.dest) ∧ CompareQoS(route, RCR.newRoute) then

10: RCR.newRoute = route
11: end if
12: ServiceClass = GetQoSClass(RCR.QoSav, QoSdem)
13: ServiceLevel = GetQoSLevel(RCR.QoSav, QoSdem)
14: if RCR.ToSource then
15: if (ServiceClass 6= serviceOK ∧ TimeForNewQRREQ() then
16: SendOutQRREQ()
17: end if
18: else if RCR.ToDest then
19: if (ServiceClass 6= serviceNotOK then
20: CreateQRREP(RCR)
21: Unicast(QRREP) {QRREP/RCR with best route back to source}
22: end if
23: end if
24: drop(RCR)
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Chapter 3

Simulation Experiments

QuaSAR was implemented in ns-2 Network Simulator [49] version 2.1b9a. Ns-2 is a discrete

event simulator that can simulate a wide variety of networks including MANETs. It is used

for research problems all over the world and is a respected tool for network simulations.

QuaSAR uses source routing thus we used the already implemented source-routing protocol

that DSR uses. From this protocol we added the features we mentioned in Chapter 2. We

were not provided any results from other QoS Ad-hoc Routing Protocols and had to test

QuaSAR against an ad-hoc routing protocol without QoS support. DSR was in [10] found

to be the overall best routing protocol that is currently available for ad-hoc networks. Hence

we tested QuaSAR against DSR, where DSR is a simpler source routing protocol without

the extensive quality control QuaSAR has. For further introduction to DSR we refer the

reader to [25].

The simulations can be categorized in two. A presentation follows.

• Fine Grain Simulation: Designed an experiment that captures the features of

QuaSAR

• Course Grain Simulations: Used tools produced by CMU [41] and University of

Bonn (bonnMotion) [17] to test protocol performance with different mobility models

comparing QuaSAR and DSR.
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When performing simulations we have to specify an environment. This environment has

to include the most important factors that recognize real life use of the tested protocols.

For our protocols we needed a network with MNs that had different levels of QoS. Move-

ment had to present to test QuaSAR and DSR properly. Ultimately our environment was

distinguished by:

• Mobile Nodes: The quality and amount of MNs.

• Environment Size: The size of the grid/playground

• Communication patterns: How many MNs are active

• Movement patterns: The speed and pattern MNs move about or the positions MNs

are placed in the grid.

To our knowledge QoS aware Routing Protocols have not been tested in terms of

throughput before. QuaSAR bases the routing on the QoS demands from the Applica-

tion Layer and the signal strength is taken into account if it has any demands. For the

sake of research we tested QuaSAR against DSR when the application had the strongest

signal strength demand. That is class 3 signal strength, which means the MN is within 80

percent of the total transmission radius. The metrics that QuaSAR and DSR were tested

on is presented in Table 3.1.

Table 3.1: Simulation Metrics
Category Value

Throughput packets/second
Packet Delivery Rate (packets received)/(packets sent)

Latency (mean latency)/packet
Protocol Overhead (protocol packets)/(packets received)

(protocol packets sent)/(packets received)
Route (Average number of packets)/route
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The throughput, packet delivery ratio and latency metrics are all standard measure-

ments. We also wanted to test the protocol overhead in the network in terms of the number

of protocol packets received by any MN per data packet received by the destination. Fur-

ther we tested the protocol overhead in terms of the number of protocol packets that were

actually sent by a MN per data packet received by the destination. The reason is that

the selective re-broadcasting feature that QuaSAR uses will create some overhead in the

network, but the number of protocol packets that were sent may in fact be less in QuaSAR

than in DSR. Additionally we wanted to test the tendency the protocols have to choosing

routes and added packets/route as a testing metric. If the number of packets/route is lower

it indicates that the routing protocol uses more routes during the simulation.

In the following subchapters we present the fine grain and the course grain simulations

that we performed. An analysis of the results is given for both.

3.1 Fine Grain

In a fine grain simulation the operator should have control over every aspect. We wanted

to show the weakness of DSR compared to QuaSAR in a given scenario. To do that we had

to create an environment that was realistic and at the same time captured all the features

we have implemented in QuaSAR and exposed the problems DSR has. In the following we

present an introduction to the simulation setup, we then provide the results and an analysis

of them.

3.1.1 Setup

In the next subsections we are justifying the choices we made during the environment setup

of the fine grain simulation.
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Environment Setup

The purpose of the fine grain simulation is to show a small environment and from that

expose the weaknesses in the tested protocols. We had 8 MNs with different QoS features

in the network in order to take advantage of the QoS support in QuaSAR. Ultimately the

goal was to place a number of MNs within reach of the destination but it was important

that each of them would loose connection to the destination during the simulation. This

way both QuaSAR and DSR is tested properly on all the phases of a routing protocol.

Simultaneously there had to be at least one MN within reach of the destination at all times.

We ended up with this setup for the simulation:

Weak MNs: We placed three weak MNs with a link capacity of 128 Kbps in the grid.

They are placed such that they are one hop away from the destination. However

they all have a weak connection to the destination and will loose connection when the

destination moves. The weak MNs do not move during the simulation.

Strong Antennas: There are four static antennas with a link capacity of 4 Mbps placed

in such a way that {1,2} and {3,4} can communicate, in addition 2 and 4 has a link

to the destination but will loose connection when it moves.

Source Node: The source was placed such that it is within range of the two closest anten-

nas and all the weak MNs. It has a weak link to the three weak MNs and a strong link

to the antennas. The source sends at a constant bit rate (CBR) of 50 packets/second,

where one packet is 512 bytes. The source will need a minimum bandwidth of 200

Kbps on the route to avoid bottleneck packet drops. The QoS demands of the des-

tination include a class 3 signal, a bandwidth of 2 Mbps and according end-to-end

latency.
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Destination Node: The destination moves back and forth such that it will loose connec-

tion to all but the closest strong antenna at the end points. This fulfills the goal of

having at least one link to the destination at all times. The speed of the node is 10

m/s and it moves 200 meters in east and west direction. The starting point of the

destination node is {450, 470} and it moves between {350, 470} and {550, 470}. It

will complete one patrol/round in 40 seconds.

The transmission range is 250 meters for all the involved nodes. The simulation lasted

80 seconds, which was enough for the destination to perform two patrol rounds.

300 400 500 600200
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200

300

400

500

Strong Antenna 4 Mbps Strong Antenna 4 Mbps

Strong Antenna 4 MbpsStrong Antenna 4 Mbps

Weak MNs 128 Kbps

Source Static

Destination Moving

Figure 3.1: Fine Grain Simulation Environment
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Applied to Real World

The simulation environment can for example be from a military setting where the source is

on a lookout point receiving data from central sources needing to pass the new operation

details. The source needs to stay in touch with the destination for example an armored

vehicle, which is patrolling an area up ahead in case of an attack. The antennas scattered

around are tents with stronger communication equipments. The weak MNs are soldiers

with standard communication equipment for each team. See Figure 3.1.

3.1.2 Results

The results of the fine grain simulation are presented next. They were tested on the metrics

previously introduced in Table 3.1.
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Table 3.2: Fine Grain Simulation Results
Protocol Pk/Sec Del. Ratio (Pr. Pk)/Pk (Pr. Pk Snt)/Pk Pk/Rt Latency
QuaSAR 48.2 99.1 0.038 0.0007 780.8 0.035

DSR 45.1 93.9 0.023 0.0005 457.1 0.056

3.1.3 Analysis

An analysis of the fine grain simulation and results follows.

Simulation Analysis

The simulation captured the problems DSR has when a network consists of MNs with

diverse QoS. QuaSAR is aware of the battery power, signal strength, bandwidth and end-

to-end latency of a route and will choose longer routes instead of shorter routes if the QoS

demands are not met with the shorter routes. In this case the weak MNs are within one

hop of the destination but they all have a weak link both in terms of bandwidth and signal
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strength. The signal strength between the weak MNs and the destination is class 1, which

is outside 90 percent of transmission range.

DSR is based on shortest route and will exhaust all the routes starting with the shortest,

which in this scenario consist of the weak MNs routes before trying any longer routes. The

two best routes in terms of QoS are the strong antenna routes though every link will die

these routes will stay up longer than any other routes in the scenario. Since none of the

routes will stay up throughout the simulation a route discovery must be initiated on a

regular basis thus DSR will rediscover the weak MN links and the same problem takes place

all over again. The DSR protocol is stuck in a situation it is not handling well at all.

QuaSAR on the other hand will switch between the two antenna routes as the source

receives a Route Change Request (RCR) before the link is about to break. This switching

will diminish the communication disruption time and the packet loss ratio.

Results Analysis

The throughput increased with 3 packets/second. A packet size of 512 bytes will result in

an increased throughput of 12 Kbps, a considerable improvement in such a scenario. The

throughput increase is a result of the quality control in QuaSAR.

It can be seen from the packet delivery ratio that DSR has a significantly higher number

of dropped packets than QuaSAR. QuaSAR has a delivery ratio of 99.1 percent whereas

DSR is on 93.9 percent. The proactive route maintenance along with the QoS metrics in

QuaSAR diminishes the packet loss by choosing more reliable routes and notifying the source

when route critical incidents are in progress. These mechanisms will lead to an increased

number of protocol packets in the network. The reason is that whenever the source receives

an RCR packet and fails to find a QoS route it will start a route discovery. Since the routes

with the weak MNs do not meet the signal strength demands the source will initiate a new

route discovery when a strong antenna route breaks. The selective re-broadcasting feature
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QuaSAR has is not an important factor in the overhead as the node density is low.

The simulation shows that using the QoS awareness and proactive route maintenance

we have added in QuaSAR, will increase the throughput and the packet delivery ratio. To

our knowledge this has not been shown before.

3.2 Course Grain

The course grain simulation is based on tools that create an environment based on certain

distinctive scenario types. A randomly generated environment is a good way of testing

whether a new protocol performs well compared to an already existing scheme. Since we

are using tools to randomly generate a network it is not very reliable to give results based

on only one simulation. We performed ten simulations where we for each created a new

randomly generated scenario for the simulation. After ten simulations the results were

averaged out. This will provide stronger and trustworthier results. In the next sections we

present the simulation setup, results and an analysis.

3.2.1 Setup

Here follows a presentation of the scenario setup. All of the simulations were run for 100

seconds. We wanted to test the mobility models during different levels of mobility and

varied the mobility. See Table 3.3.

Table 3.3: Course Grain Mobility Categories
Mobility Max Speed (m/s) Pause Time (seconds)

Low 4 30
Medium 10 20

High 20 10
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Mobile Nodes

For our course grain experiments we used 50 wireless nodes. These nodes were generated

with randomized Quality of Service. However, all the active nodes in the network were

given the same QoS. The Quality of Service of an inactive node in our network is presented

in Table 3.4.

Table 3.4: Course Grain Mobile Node QoS
Category Value

Bandwidth Minimum 0.5 Mbps, Maximum 4.5 Mbps
Battery Power 2 percent of the MNs run out of battery

Transmission Power Statically 250 meters

The QoS demands were in terms of end-to-end latency, bandwidth, signal strength and

battery power. See Chapter 2.1 for a detailed introduction. In order to test QuaSAR

properly we felt it was important that every node had the same QoS demands and QoS

capacity for each experiment. This was to capture the trends in the network better as we

changed the mobility. Thus all the 50 nodes were given the same QoS demands for each

simulation.

Environment Size

It was vital to pick an environment size that would give our implementation a fair chance

of success. To do this we wanted to have an environment where the node density was

reasonably high. The size of the grid was chosen to be 700 meters by 700 meters. This

makes the node density in a perfectly distributed environment approximately 1 MN for each

100 meter by 100 meter. The transmission range was statically set to 250 meters, which

means that every MN will have no less than 7 neighbors and at most 21 neighbors with a

uniform distribution. See Figure 3.8.

A QoS oriented routing protocol must have a fair amount of routes to choose from in
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a randomly generated environment, which we are going to test. The node density we get

when picking 50 MNs and a 700-meter by 700-meter grid should provide a fair playground

for QuaSAR and DSR.

Communication and Movement Patterns

We used CMU’s traffic-pattern-generator [41] to randomly produce the communication pat-

terns for our experiments. The parameters we used to create the communication patterns

are presented in Table 3.5.

Table 3.5: Course Grain Communication Patterns
Category Value

Number of Nodes 50 MNs
Maximum Number of Active Nodes 10 MNs

Packet Size 512 bytes
Constant Bit Rate 3 packets/second

Choosing a maximum of 10 active nodes in the network translates to maximum 20

58



percent of the nodes being active at the same time. This number indicates that the network

is reasonably active. The packet size is set to 512 bytes and choosing 3 packets/second

means that one node can produce 12 Kbps. We primarily wanted to test signal strength

routing and the proactive route maintenance features of QuaSAR and by choosing a CBR

this low we lessened the importance of choosing a high link capacity route.

QuaSAR has mechanisms that are triggered by mobility, thus we needed to simulate

node movements as well. Mobility models can be classified into entity models and group

models. In the entity models the actions of the MNs are completely independent. On the

other hand in a group model there are several MNs that are moving together for example

a group of soldiers. Group mobility has a cooperative nature.

We used a tool bonnMotion [17] for the movement pattern generation. BonnMotion

is Java software that creates and analyses mobility scenarios. It is developed within the

Communication Systems group at the Institute of Computer Science IV at the University

of Bonn, Germany, where it serves as a tool for the investigation of mobile ad hoc network

characteristics. BonnMotion supports these mobility models:

• Random Waypoint Model

• Gauss Markov Model

• Manhattan Grid Model

• Reference Point Group Mobility Model

Random Waypoint, Gauss Markov and Manhattan Grid model are all entity models.

The Reference Point Group Mobility Model is a group model. A brief description of them

is given.

Random Waypoint Model makes a node pick a random destination (waypoint) in the

grid. The MN then starts moving towards this point in a straight line and at a
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constant speed. When it gets there it waits for a predefined time before it starts

the process again. The destination points are uniformly randomly distributed on the

system area. For further reading about this model we refer to the reader to [8].

Gauss Markov Model was designed to adapt to different levels of randomness via one

tuning parameter [12]. Initially every MN is assigned a current speed and direction.

Then at fixed intervals the speed and direction is updated and movement takes place.

The new speed and direction is calculated based upon the previous speed and direction,

and a variable alpha that decides the randomness of the new values. The goal of this

model is to avoid the sharp turns and the straight walk for example in Random

Waypoint. For a thorough description of the model we refer the reader to [12].

Manhattan Grid Model is a city model that emulates the movement based on the streets

and blocks of a city where you are restricted to walk along predefined paths and

behavioral guidelines [12]. Very rarely can anybody walk completely random and this

model aims to emulate MN movement in a city.

Reference Point Group Mobility Model is a group entity model. In this model there

are n groups that move about randomly on the system area. In addition the MNs

within the group also move randomly. Each group has a logical center that is used to

calculate group movement. The movement of this center characterizes the speed and

direction of the MNs belonging to the group. Each MN moves around their predefined

reference point, which is completely dependant on the logical center of the group [12].

Wireless Channel Model

As mentioned in section 2.3 we are assuming a TwoRayGroundModel [50] to be the platform

for initiating the proactive maintenance based on signal strength weakening. We use this

model in all of our simulations.
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3.2.2 Results

We present the results from each of the mobility models mentioned above. They were tested

on the metrics introduced in Table 3.1.

1.5

1.52

1.54

1.56

1.58

1.6

1.62

1.64

1.66

1.68

1.7

4 6 8 10 12 14 16 18 20

T
hr

ou
gh

pu
t (

pa
ck

et
s/

se
co

nd
)

Mobility (m/s)

Random Waypoint

QuaSAR
DSR

Figure 3.9: Random Waypoint: Throughput

61



0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

4 6 8 10 12 14 16 18 20

M
ea

n 
La

te
nc

y/
D

el
iv

er
ed

 P
ac

ke
t (

se
c)

Mobility (m/s)

Random Waypoint

QuaSAR
DSR

Figure 3.10: Random Waypoint: Mean Latency/Packet

30

35

40

45

50

55

60

65

70

75

80

4 6 8 10 12 14 16 18 20

P
ac

ke
ts

/R
ou

te

Mobility (m/s)

Random Waypoint

QuaSAR
DSR

Figure 3.11: Random Waypoint: Packets/Route

62



0.9

0.92

0.94

0.96

0.98

1

4 6 8 10 12 14 16 18 20

P
ac

ke
t D

el
iv

er
y 

R
at

io
 (

re
ce

iv
ed

/s
en

t)

Mobility (m/s)

Random Waypoint

QuaSAR
DSR

Figure 3.12: Random Waypoint: Packet Delivery Ratio

0

2

4

6

8

10

12

4 6 8 10 12 14 16 18 20

P
ro

to
co

l P
ac

ke
ts

/D
el

iv
er

ed
 P

ac
ke

t

Mobility (m/s)

Random Waypoint

QuaSAR
DSR

Figure 3.13: Random Waypoint: Protocol Packets/Delivered Packet

63



0.04

0.05

0.06

0.07

0.08

0.09

0.1

0.11

0.12

4 6 8 10 12 14 16 18 20

P
ro

to
co

l P
ac

ke
ts

 S
en

t/D
el

iv
er

ed
 P

ac
ke

t

Mobility (m/s)

Random Waypoint

QuaSAR
DSR

Figure 3.14: Random Waypoint: Protocol Packets Sent/Delivered Packet

1.5

1.52

1.54

1.56

1.58

1.6

1.62

1.64

1.66

1.68

1.7

4 6 8 10 12 14 16 18 20

T
hr

ou
gh

pu
t (

pa
ck

et
s/

se
co

nd
)

Mobility (m/s)

Gauss Markov Model

QuaSAR
DSR

Figure 3.15: Gauss Markov: Throughput

64



0.005

0.01

0.015

0.02

0.025

0.03

0.035

4 6 8 10 12 14 16 18 20

M
ea

n 
La

te
nc

y/
D

el
iv

er
ed

 P
ac

ke
t (

se
c)

Mobility (m/s)

Gauss Markov Model

QuaSAR
DSR

Figure 3.16: Gauss Markov: Mean Latency/Packet

0.9

0.92

0.94

0.96

0.98

1

4 6 8 10 12 14 16 18 20

P
ac

ke
t D

el
iv

er
y 

R
at

io
 (

re
ce

iv
ed

/s
en

t)

Mobility (m/s)

Gauss Markov Model

QuaSAR
DSR

Figure 3.18: Gauss Markov: Packet Delivery Ratio

65



40

60

80

100

120

140

160

4 6 8 10 12 14 16 18 20

P
ac

ke
ts

/R
ou

te

Mobility (m/s)

Gauss Markov Model

QuaSAR
DSR

Figure 3.17: Gauss Markov: Packets/Route

0

5

10

15

20

4 6 8 10 12 14 16 18 20

P
ro

to
co

l P
ac

ke
ts

/D
el

iv
er

ed
 P

ac
ke

t

Mobility (m/s)

Gauss Markov Model

QuaSAR
DSR

Figure 3.19: Gauss Markov: Protocol Packets/Delivered Packet

66



0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

4 6 8 10 12 14 16 18 20

P
ro

to
co

l P
ac

ke
ts

 S
en

t/D
el

iv
er

ed
 P

ac
ke

t

Mobility (m/s)

Gauss Markov Model

QuaSAR
DSR

Figure 3.20: Gauss Markov: Protocol Packets Sent/Delivered Packet

1.5

1.55

1.6

1.65

1.7

4 6 8 10 12 14 16 18 20

T
hr

ou
gh

pu
t (

pa
ck

et
s/

se
co

nd
)

Mobility (m/s)

Manhattan Grid Model

QuaSAR
DSR

Figure 3.21: Manhattan Grid: Throughput

67



0.005

0.01

0.015

0.02

0.025

0.03

0.035

4 6 8 10 12 14 16 18 20

M
ea

n 
La

te
nc

y/
D

el
iv

er
ed

 P
ac

ke
t (

se
c)

Mobility (m/s)

Manhattan Grid Model

QuaSAR
DSR

Figure 3.22: Manhattan Grid: Mean Latency/Packet

0

5

10

15

20

25

4 6 8 10 12 14 16 18 20

P
ac

ke
ts

/R
ou

te

Mobility (m/s)

Manhattan Grid Model

QuaSAR
DSR

Figure 3.23: Manhattan Grid: Packets/Route

68



0.9

0.92

0.94

0.96

0.98

1

4 6 8 10 12 14 16 18 20

P
ac

ke
t D

el
iv

er
y 

R
at

io
 (

re
ce

iv
ed

/s
en

t)

Mobility (m/s)

Manhattan Grid Model

QuaSAR
DSR

Figure 3.24: Manhattan Grid: Packet Delivery Ratio

0

1

2

3

4

5

6

4 6 8 10 12 14 16 18 20

P
ro

to
co

l P
ac

ke
t/D

el
iv

er
ed

 P
ac

ke
t

Mobility (m/s)

Manhattan Grid Model

QuaSAR
DSR

Figure 3.25: Manhattan Grid: Protocol Packets/Delivered Packet

69



0

0.01

0.02

0.03

0.04

0.05

4 6 8 10 12 14 16 18 20

P
ro

to
co

l P
ac

ke
t S

en
t/D

el
iv

er
ed

 P
ac

ke
t

Mobility (m/s)

Manhattan Grid Model

QuaSAR
DSR

Figure 3.26: Manhattan Grid: Protocol Packets Sent/Delivered Packet

1.5

1.52

1.54

1.56

1.58

1.6

1.62

1.64

1.66

1.68

1.7

4 6 8 10 12 14 16 18 20

T
hr

ou
gh

pu
t (

pa
ck

et
s/

se
co

nd
)

Mobility (m/s)

Reference Point Group Model

QuaSAR
DSR

Figure 3.27: Reference Point Group: Throughput

70



0.006

0.008

0.01

0.012

0.014

4 6 8 10 12 14 16 18 20

M
ea

n 
La

te
nc

y/
D

el
iv

er
ed

 P
ac

ke
t (

se
c)

Mobility (m/s)

Reference Point Group Model

QuaSAR
DSR

Figure 3.28: Reference Point Group: Mean Latency/Packet

15

20

25

30

35

40

45

4 6 8 10 12 14 16 18 20

P
ac

ke
ts

/R
ou

te

Mobility (m/s)

Reference Point Group Model

QuaSAR
DSR

Figure 3.29: Reference Point Group: Packets/Route

71



0.9

0.92

0.94

0.96

0.98

1

4 6 8 10 12 14 16 18 20

P
ac

ke
t D

el
iv

er
y 

R
at

io
 (

re
ce

iv
ed

/s
en

t)

Mobility (m/s)

Reference Point Group Model

QuaSAR
DSR

Figure 3.30: Reference Point Group: Packet Delivery Ratio

0

2

4

6

8

10

4 6 8 10 12 14 16 18 20

P
ro

to
co

l P
ac

ke
ts

/D
el

iv
er

ed
 P

ac
ke

t

Mobility (m/s)

Reference Point Group Model

QuaSAR
DSR

Figure 3.31: Reference Point Group: Protocol Packets/Delivered Packet

72



0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

4 6 8 10 12 14 16 18 20

P
ro

to
co

l P
ac

ke
ts

 S
en

t/D
el

iv
er

ed
 P

ac
ke

t

Mobility (m/s)

Reference Point Group Model

QuaSAR
DSR

Figure 3.32: Reference Point Group: Protocol Packets Sent/Delivered Packet

3.2.3 Analysis

We analyze the results from the mobility models previously presented. Since the simulations

are randomly generated we focus more on results analysis with a justification to how we

believe the results came about with a basis in the mobility model. Random Waypoint

and Gauss Markov Model will be analyzed together as we regard them similar models.

Manhattan Grid and Reference Point Group Model are analyzed separately.

Random Waypoint and Gauss Markov Model

QuaSAR performs better than DSR in terms of throughput and packet delivery ratio. With

Random Waypoint QuaSAR doesn’t drop much at all in terms of throughput. For Gauss

Markov however the throughput seems to be dropping at a similar rate for QuaSAR and

DSR with QuaSAR a point better. This is probably due to the randomness of a walk in

the Gauss Markov Model where MNs don’t walk in a straight line and the speed varies.
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The packet delivery ratio is close to 100 percent since the grid is pretty small and the

node density is high, but the tendency is clearly in favor of QuaSAR. One of the goals of

having the quality control in QuaSAR was to make it choose better routes yielding a higher

probability of a successful delivery.

QuaSAR has a higher number of (protocol packets)/(packets received) than DSR. The

proactive route maintenance of QuaSAR and the QoS demands makes the source look for

routes more often than DSR. When a route critical incident is happening and an RCR

packet is received by the source it results in a route discovery phase being initiated. That

is if the source doesn’t have a route that satisfies the QoS demands and a route discovery

hasn’t been performed in the last ten seconds where the ten seconds was chosen after an

empirical study. In addition using selective re-broadcasting with high node density will

cause a growth in QRREQs in the network. If the average number of neighbors is 21

the selective re-broadcasting overhead is a function of (x ∗ 21) where x is the number of

re-broadcasts. This is the main reason why QuaSAR has a higher number of (protocol

packets)/(packets received). The number of (protocol packet sent)/(packets received) is

actually lower for QuaSAR than DSR. This is probably due to the high number of route

replies DSR sends back to the source when the node density is high.

The (mean latency)/packet is about the same. However, we had expected QuaSAR to

have a slightly higher latency than DSR. The explanation may be that QuaSAR selects

routes with better QoS for example bandwidth and although they are longer the latency is

still low. One would think that choosing longer routes with stronger links would make the

average packets per route increase, but QuaSAR and DSR seems to be performing about

the same. One cause may be the usage of RCR packets where a route is preempted before

it breaks and a route discovery is initiated. The route discovery will lead to new routes in

the cache that the route choosing algorithm will pick accordingly.
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Although the increase in throughput is very slight we believe that in a tougher environ-

ment with sources demanding more bandwidth the tendency will be stronger. We already

see that the packet delivery rate is noticeably higher, which is evidently because QuaSAR

chooses more robust routes than DSR.

Manhattan Grid Model

The throughput statistics show that the Manhattan Grid Model has a higher throughput

on average both for QuaSAR and DSR than Random Waypoint and Gauss Markov when

the mobility increases. Having a mobility of 20 m/s in a city model is not very realistic,

but for research purposes we chose to include this high mobility in the results.

QuaSAR has a slightly higher throughput than DSR in this model as well. The same

tendencies as with Random Waypoint and Gauss Markov can be seen with the other statis-

tics. The mean latency is about the same, (protocol packets)/(packets received) is higher

with QuaSAR than with DSR but still (protocol packets sent)/(packets received) is lower.

The delivery ratio shows that QuaSAR on the average picks route that have a higher chance

of successfully delivering a packet.

The result that stands out is the packets/route where QuaSAR has significantly more

packets/route during low mobility. However DSR has more packets/route when the mobility

increases. This might suggest that QuaSAR is suited for city models since the average speed

of a MN in a city will rarely be more than 10 m/s.

Reference Point Group Model

The same tendencies was seen with this group model in terms of throughput, (protocol

packets)/(packets received), (protocol packets sent)/(packets received) and delivery ratio.

However, QuaSAR has lower (mean latency)/packet than DSR for this group model. This

may be because RPGM is a group model and routes are fairly stable. The number of packets
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per route is not what was expected since it increased considerably with the mobility. It

might be an implementation choice we are not aware of.
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Chapter 4

Conclusions and Future Work

We have shown that introducing signal strength as a means of choosing and maintaining

routes yields higher throughput and delivery ratio. In the fine grain simulation we aimed to

find the best case scenario and found that the throughput increased significantly in QuaSAR

compared to DSR. The fine grain simulation is in our opinion a realistic scenario and may

occur a number of times during the lifetime of a MANET. It is impossible to find every

possible case and certainly handle it. We must instead try to handle the scenarios that are

bound to happen from time to time in the best possible fashion.

The results from the Mobility Models show that even with the totally random movement

of Random Waypoint and Gauss Markov Model QuaSAR has a better throughput and

delivery rate. In the Manhattan Grid Model and Reference Point Group Model the same

tendencies continued.

QuaSAR uses selective re-broadcasting and though this means the protocol is more

likely to find better routes it also causes more overhead to the network. Using selective

route replies reduces the network activity sparing the source for useless routes but not

enough to equal the re-broadcasting overhead. There is room for improvements in the route

discovery phase of QuaSAR. Future work must include testing whether using selective re-

broadcasting is worth the overhead and in fact proves to find better routes. An enhancement
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of the selective re-broadcasting scheme is to include selective flooding where a number of

nodes are chosen to rebroadcast a route request.

The QoS awareness and the proactive route maintenance used in QuaSAR proved to

help the throughput and decrease the packet loss ratio in both the fine and course grain

simulations we performed. To our knowledge this has not been shown before. Future work

should include testing how the signal strength QoS demands will change the throughput.

We also want to perform tests with higher constant bit rate and also varying bit rate to see

how QuaSAR handles different situations. TCP is a natural choice of transmission protocol

to include in this test. During mobility the routes will be changed continuously as links will

die. But when there exist routes that stay active for a longer time the QoS of this route

may change. Future work should include testing a QoS update mechanism where the QoS

of a route is updated on a regular basis.

There are different metrics used to estimate a path break. Some of them were introduced

in section 1.4.3. The common denominator is the use of ping/pong messages to verify the

path break. We proposed using the number of transmissions left before a route break as the

main part of the estimation metric. Using an estimation based preemption technique will

not always work, but we believe that our scheme should be the standard approach. Future

work must include testing the approaches against each other.

The QoS in QuaSAR does not include any reputation based metrics other than excluding

weak routes. Adding more metrics will increase the overhead and complicate the route

choosing even more. There should be research that tests whether more or less statistics is

better and in what scenario the statistics are especially useful. There are scenarios of high

mobility when having a lot of metrics yields no advantage at all.

We have not handled the route cache issues involved when having QoS Routing. The QoS

of a route is source-to-destination and does not regard the intermediate hops. To increase
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the route cache effect there should be mechanisms that saves the per hop QoS, such that

the number of route discoveries decreases. This assumes that an intermediate MN can reply

to a QRREQ when it has a route to the destination satisfying the QoS. Future work should

include testing how route caches can be stored efficiently and still preserve the QoS for each

route. In addition there should be tests to how the cache can increase the performance of

an ad-hoc network.
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